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Preface

The email came as a surprise: would I be interested in edit-
ing the eighth edition of the classic Wills’ Mineral
Processing Technology? The book is the most-widely used
English-language textbook on the subject and the SME’s
‘readers’ choice’, making it both an honor to be asked and a
daunting prospect. My old colleague, the late Dr. Rao, had
always encouraged me to write another book, but after
Column Flotation 1 vowed ‘“never again”. Nevertheless,
after a career of more than 40 years, I was looking for new
challenges, and with several day’s contemplation, I agreed.
This turned out to be the largest single professional task I
have undertaken, consuming most of the last two years, and
on several occasions I came to question my sanity.

It was at that point that I seriously started to read whole
chapters of the seventh edition, as opposed to the odd sec-
tions I had consulted in the past. You have to admire that
Barry Wills wrote the first book, and the following 5 edi-
tions, alone. As Tim Napier-Munn noted in the Preface to
the seventh edition, a team is needed now, and for this edi-
tion the team, which included experts and recently gradu-
ated students, is recognized in the “Acknowledgments”.
But what was the plan for the team?

Elsevier had hinted that the artwork could do with an
upgrade, and we set about re-drawing the originals that
were retained, and adding new artwork based on my

teaching experience. By having students in the team, we
aimed to have illustrations that addressed the usual stu-
dent questions.

The next part of the plan was to use, as much as possi-
ble, the chapter structure that Barry had devised, but to
number the sub-sections, as, according to the students, it
was sometimes difficult to know where you were. A team
member read a chapter and made suggestions, in some cases
taking on the task of re-writing sections. All the chapters
were finalized by me, including adding more example cal-
culations, and then passed by Barry for a final review.
I appreciate the confidence Barry had that the book was in
‘good hands’. Chapter 3 became unwieldy, and we decided
to divide the contents between two chapters. To avoid alter-
ing the numbering of the established chapters, a Chapter 17
was inserted. Elsevier Americanized the English, although a
few “sulphides” snuck through. This also meant that my
“tonnes” became “tons” and the reader should keep that in
mind when working through the example calculations.

I am proud of the final product, and grateful to Barry
and Elsevier for giving me the chance to be part of this
enterprise.

James A. Finch
July 2015

xi



Acknowledgments

Two people made the book possible and worked with
me (JAF) throughout and thus deserve to be noted first:
Dr. Jarrett Quinn who handled much of the correspon-
dence, as well as managing most of Chapters 6, 8, and
14 as well as the first draft of Chapter 3 and the
“Flotation Machine” section of Chapter 12; and Dr.
Yue Hua Tan who contributed all the artwork, redraw-
ing the originals and creating the new, and organized
the supporting documentation and spreadsheets. My sin-
cere thanks to both individuals, who never doubted we
would finish.

It was apparent from the start that assistance from
experts in the various aspects covered by the book
was going to be required for it to be brought up to
date. Most of my requests for assistance were enthusi-
astically met and knowing the time and effort involved
I am most grateful for the help, and the book has
benefitted accordingly. The contributions were edited
to bring some conformity to style, and any errors thus
incurred are mine alone. In alphabetical order the con-
tributors are:

Bittner, J, Dr (Separation Technologies): Chapter 13,
review of material

Bouchard, J, Prof (Université Laval): Chapter 12,
“Control” section

Boucher, D (PhD candidate, McGill University):
Chapter 17, “Machine Design” section

Brissette, M (Corem): Chapters 5 and 7, editing and
adding new material
Bulled, D (SGS
“Geometallurgy” section
Cappuccitti, F (Flottec): Chapter 12, editing the
“Collector” section; Chapter 15, supplying chemical
data

Cunningham, R (Met-Chem): Chapter 7, “Stirred
Milling” section

Demers, I, Prof (Université du Québec en Abitibi-
Témiscamingue): Chapter 16

Doll, A (Alex G Doll Consulting): Chapters 5 and 7,
editing and adding new material

Canada):  Chapter 17,

Emad, M, Dr (Post-doctoral student, McGill
University): Chapter 2

Flament, F (Triple Point Technology): Chapter 3,
“Mass Balancing” section

Gilroy, T (student, McGill University): Chapter 4,
first draft

Grammatikopoulos, T (SGS Canada): Chapter 17,
“Applied Mineralogy” section

Hart, B, Dr (Surface Science Western): Chapter 12,
“Diagnostic Surface Analysis” section

Jordens, A (PhD candidate, McGill University):
Chapter 13

Krishnamoorthy, N, Dr (Research assistant, McGill
University): Chapter 15, first draft

Lotter, N, Dr (XPS Consulting & Testwork Services):
Chapter 12, “High Confidence Flotation Testing”
section

Major, K (KMW Consulting): Chapters 6 and 8, ini-
tial review

Maldonado, M, Prof (Universidad de Santiago):
Chapter 3, “Control” section

Marcuson, S, Dr (Marcuson and Associates):
Chapter 1, “Sustainability” section

Mclvor, R, Dr (Metcom Technologies): Chapters 5,
7, and 9, initial review

Mitri, H, Prof (McGill University): Chapter 2, review
of material

Morrell, S, Dr (SMC Testing): Chapter 5, review of
material

Nesset, J, Dr (NesseTech Consulting Services):
Chapter 2, “Self-Heating” section; Chapter 3,
“Sampling” section; Chapter 17, “Design of
Experiments” section

O’Keefe, C, Dr (CiDRA): Chapter 3, contribution to
“On-Line Analysis” section

Pax, R, Dr (RAP Innovation and Development):
Chapter 3, “Mineral/Phase Analysis” section

Robben, C, Dr (TOMRA Sorting): Chapter 14,
review of material

Schaffer, M (Portage Technologies): Chapters 6 and
7, “Control” sections

xiii



xiv  Acknowledgments

Singh, N (Research assistant, McGill University): The book could not have been completed without
Chapter 1, first draft financial and logistical support. Thanks go to the Natural
Sosa, C, Dr (SGS Canada): Chapter 17, Sciences and Engineering Research Council of Canada
“Geometallurgy” section (NSERC) for the funding to support the McGill team; and
Sovechles, J (PhD candidate, McGill University): to McGill University for the time to devote to the book
Chapter 9 and the use of the facilities.

Smart, R, Prof (University of South Australia): Last but never least, JAF would like to thank his wife,
Chapter 12, “Diagnostic Surface Analysis” section Lois, of 42 years for her support with what grew to

Waters, K, Prof (McGill University): Chapters 10  occupy most of my time over the past 24 months.
and 11, initial review

Williams-Jones, A, Prof (McGill University):

Appendices I and II, update



Chapter 1

Introduction

1.1 MINERALS

The forms in which metals are found in the crust of the
earth and as seabed deposits depend on their reactivity
with their environment, particularly with oxygen, sulfur,
and carbon dioxide. Gold and platinum metals are found
principally in the native or metallic form. Silver, copper,
and mercury are found native as well as in the form of
sulfides, carbonates, and chlorides. The more reactive
metals are always in compound form, such as the oxides
and sulfides of iron and the oxides and silicates of alumi-
num and beryllium. These naturally occurring compounds
are known as minerals, most of which have been given
names according to their composition (e.g., galena—Ilead
sulfide, PbS; cassiterite—tin oxide, SnO,).

Minerals by definition are natural inorganic substances
possessing definite chemical compositions and atomic
structures. Some flexibility, however, is allowed in this
definition. Many minerals exhibit isomorphism, where
substitution of atoms within the crystal structure by simi-
lar atoms takes place without affecting the atomic struc-
ture. The mineral olivine, for example, has the chemical
composition (Mg,Fe),SiO,4, but the ratio of Mg atoms to
Fe atoms varies. The total number of Mg and Fe atoms in
all olivines, however, has the same ratio to that of the Si
and O atoms. Minerals can also exhibit polymorphism,
different minerals having the same chemical composition,
but markedly different physical properties due to a differ-
ence in crystal structure. Thus, the two minerals graphite
and diamond have exactly the same composition, being
composed entirely of carbon atoms, but have widely dif-
ferent properties due to the arrangement of the carbon
atoms within the crystal lattice.

The term “mineral” is often used in a much more
extended sense to include anything of economic value
that is extracted from the earth. Thus, coal, chalk, clay,
and granite do not come within the definition of a min-
eral, although details of their production are usually
included in national figures for mineral production. Such
materials are, in fact, rocks, which are not homogeneous
in chemical and physical composition, as are minerals,
but generally consist of a variety of minerals and form
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large parts of the earth’s crust. For instance, granite,
which is one of the most abundant igneous rocks, that is,
a rock formed by cooling of molten material, or magma,
within the earth’s crust, is composed of three main min-
eral constituents: feldspar, quartz, and mica. These three
mineral components occur in varying proportions in dif-
ferent parts of the same granite mass.

Coals are a group of bedded rocks formed by the accu-
mulation of vegetable matter. Most coal-seams were
formed over 300 million years ago by the decomposition
of vegetable matter from the dense tropical forests which
covered certain areas of the earth. During the early forma-
tion of the coal-seams, the rotting vegetation formed thick
beds of peat, an unconsolidated product of the decomposi-
tion of vegetation, found in marshes and bogs. This later
became overlain with shales, sandstones, mud, and silt,
and under the action of the increasing pressure, tempera-
ture and time, the peat-beds became altered, or metamor-
phosed, to produce the sedimentary rock known as coal.
The degree of alteration is known as the rank of the coal,
with the lowest ranks (lignite or brown coal) showing lit-
tle alteration, while the highest rank (anthracite) is almost
pure graphite (carbon).

While metal content in an ore is typically quoted as per-
cent metal, it is important to remember that the metal is con-
tained in a mineral (e.g., tin in SnO,). Depending on the
circumstances it may be necessary to convert from metal to
mineral, or vice versa. The conversion is illustrated in the
following two examples (Examples 1.1 and 1.2).

The same element may occur in more than one min-
eral and the calculation becomes a little more involved.

1.2 ABUNDANCE OF MINERALS

The price of metals is governed mainly by supply and
demand. Supply includes both newly mined and recycled
metal, and recycling is now a significant component of
the lifecycle of some metals—about 60% of lead supply
comes from recycled sources. There have been many
prophets of doom over the years pessimistically predicting
the imminent exhaustion of mineral supplies, the most
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Example 1.1
Given a tin concentration of 2.00% in an ore, what is the
concentration of cassiterite (SnO,)?

Solution
Step 1: What is the Sn content of SnO,?
Molar mass of Sn (Ms,,) 118.71 g mol ™"
Molar mass of O (M) 15.99 g mol ™!

Msn B 118.71
Msn+2X Mo 118.71+2 X 15.99

%Sn in SnOz = =78.8%

Step 2: Convert Sn concentration to SnO,

2.00%Sn

_ = 00
78.8%5n inSn0, 4% SO

extreme perhaps being the “Limits to Growth” report to
the Club of Rome in 1972, which forecast that gold would
run out in 1981, zinc in 1990, and oil by 1992 (Meadows
et al., 1972). Mouat (2011) offers some insights as to the
past and future of mining.

In fact, major advances in productivity and technology
throughout the twentieth century greatly increased both the
resource base and the supply of newly mined metals,
through geological discovery and reductions in the cost of
production. These advances actually drove down metal
prices in real terms, which reduced the profitability of
mining companies and had a damaging effect on economies
heavily dependent on resource extraction, particularly those
in Africa and South America. This in turn drove further
improvements in productivity and technology. Clearly
mineral resources are finite, but supply and demand will
generally balance in such a way that if supplies decline or
demand increases, the price will increase, which will
motivate the search for new deposits, or technology to
render marginal deposits economic, or even substitution by
other materials. Gold is an exception, its price having not
changed much in real terms since the sixteenth century,
due mainly to its use as a monetary instrument and a store
of wealth.

Estimates of the crustal abundances of metals are
given in Table 1.1 (Taylor, 1964), together with the
amounts of some of the most useful metals, to a depth of
3.5 km (Tan and Chi-Lung, 1970).

The abundance of metals in the oceans is related to
some extent to the crustal abundances, since they have
come from the weathering of the crustal rocks, but super-
imposed upon this are the effects of acid rainwaters on
mineral leaching processes; thus, the metal availability
from seawater shown in Table 1.2 (Tan and Chi-Lung,
1970) does not follow precisely that of the crustal
abundance. The seabed may become a viable source of

Example 1.2

A sample contains three phases, chalcopyrite (CuFeS,),
pyrite (FeS,), and non-sulfides (containing no Cu or Fe). If
the Cu concentration is 22.5% and the Fe concentration is
25.6%, what is the concentration of pyrite and of the non-
sulfides?

Solution
Note, Fe occurs in two minerals which is the source of
complication. The solution, in this case, is to calculate first
the % chalcopyrite using the %Cu data in a similar manner
to the calculation in Example 1.1 (Step 1), and then to cal-
culate the %Fe contributed by the Fe in the chalcopyrite
(Step 2) from which %Fe associated with pyrite can be cal-
culated (Step 3).
Molar masses (g mol™"): Cu 63.54; Fe 55.85; S 32.06
Step 1: Convert Cu to chalcopyrite (Cp)

o _ o, |63.54 +55.85 + (2 X32.06)] _ .
/0Cp—22.5 /o|: 63.54 :| 65.0%
Step 2: Determine %Fe in Cp
55.85
%Fe i = % =19.89
oFe in Cp = 65% [63.54+55.85+(2X32.06)} 8%

Step 3: Determine %Fe associated with pyrite (Py)
%Fein Py=25.6—19.8=5.8%
Step 4: Convert Fe to Py (answer to first question)

55.85 + (2 X 32.06)

0/oPy =5.8% 5585

=12.5%
Step 5: Determine % non-sulfides (answer to second
question)

%non-sulfides = 100 — (%Cp + %Py) = 100 — (65.0 + 12.5)
=22.5%

minerals in the future. Manganese nodules have been
known since the beginning of the nineteenth century
(Mukherjee et al., 2004), and mineral-rich hydrothermal
vents have been discovered (Scott, 2001). Mining will
eventually extend to space as well.

It can be seen from Table 1.1 that eight elements
account for over 99% of the earth’s crust: 74.6% is silicon
and oxygen, and only three of the industrially important
metals (aluminum, iron, and magnesium) are present in
amounts above 2%. All the other useful metals occur in
amounts below 0.1%; copper, for example, which is the
most important non-ferrous metal, occurring only to the
extent of 0.0055%. It is interesting to note that the so-
called common metals, zinc and lead, are less plentiful
than the rare-earth metals (cerium, thorium, etc.).



TABLE 1.1 Abundance of Metal in the Earth’s Crust

Introduction

Element Abundance (%) Amt. in Top Element Abundance (%) Amt. in Top

3.5 km (tons) 3.5 km (tons)
(Oxygen) 46.4 Vanadium 0.014 10'*-10"
Silicon 28.2 Chromium 0.010
Aluminum 8.2 10'°—10'® Nickel 0.0075 3
Iron 5.6 Zinc 0.0070
Calcium 4.1 Copper 0.0055 . 10"%-10"
Sodium 2.4 Cobalt 0.0025
Magnesium 2.3 10'°-10" Lead 0.0013 J
Potassium 2.1 Uranium 0.00027
Titanium 0.57 Tin 0.00020

10'°—10'®
Manganese 0.095 Tungsten 0.00015 \ 10" -10"
Barium 0.043 Mercury 8X 10X °
Strontium 0.038 Silver 7x107°
Rare earths 0.023 Gold <5X10°°

<10"

Zirconium 0.017 10'—10'® Platinum metals <5%x107°

TABLE 1.2 Abundance of Metal in the Oceans

Element Abundance (tons) Element Abundance (tons)
Magnesium 10"°—10'"® Vanadium 10°-10"°
Silicon 10'?-10" Titanium

Aluminium Cobalt 10"2-10"
Iron 104011 Silver

Molybdenum [ 10710 Tungsten

Zinc

Tin ] Chromium

Uranium [ 109101 G.old . <10°
Copper Zirconium

Nickel J Platinum

1.3 DEPOSITS AND ORES

It is immediately apparent that if the minerals containing
important metals were uniformly distributed throughout
the earth, they would be so thinly dispersed that their eco-
nomic extraction would be impossible. However, the
occurrence of minerals in nature is regulated by the geo-
logical conditions throughout the life of the mineral. A
particular mineral may be found mainly in association
with one rock type (for example, cassiterite mainly associ-
ates with granite rocks) or may be found associated with

both igneous and sedimentary rocks (i.e., those produced
by the deposition of material arising from the mechanical
and chemical weathering of earlier rocks by water, ice,
and chemical decay). Thus, when granite is weathered,
cassiterite may be transported and redeposited as an
alluvial deposit. Besides these surface processes, mineral
deposits are also created due to magmatic, hydrothermal,
sedimentary, and other geological events (Ridley, 2013).
Due to the action of these many natural agencies,
mineral deposits are frequently found in sufficient
concentrations to enable the metals to be profitably
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recovered; that is, the deposit becomes an ore. Most ores
are mixtures of extractable minerals and extraneous
nonvaluable material described as gangue. They are
frequently classed according to the nature of the valuable
mineral. Thus, in native ores the metal is present in the
elementary form; sulfide ores contain the metal as
sulfides, and in oxidized ores the valuable mineral may be
present as oxide, sulfate, silicate, carbonate, or some
hydrated form of these. Complex ores are those containing
profitable amounts of more than one valuable mineral.
Metallic minerals are often found in certain associations
within which they may occur as mixtures of a wide
range of grain sizes or as single-phase solid solutions or
compounds. Galena and sphalerite, for example, are
commonly associated, as, to a lesser extent, are copper
sulfide minerals and sphalerite. Pyrite is almost always
associated with these minerals as a sulfide gangue.

There are several classifications of a deposit, which
from an investment point of view it is important to
understand: mineral resources are potentially valuable
and are further classified in order of increasing confi-
dence into inferred, indicated, and measured resources;
mineral (ore) reserves are known to be economically
(and legally) feasible for extraction and are further clas-
sified, in order of increasing confidence, into probable
and proved reserves.

1.4 METALLIC AND NONMETALLIC ORES

Ores of economic value can be classed as metallic or
nonmetallic, according to the use of the mineral. Certain
minerals may be mined and processed for more than one
purpose. In one category, the mineral may be a metal ore,
that is, when it is used to prepare the metal, as when
bauxite (hydrated aluminum oxide) is used to make alu-
minum. The alternative is for the compound to be classi-
fied as a nonmetallic ore, that is, when bauxite or natural
aluminum oxide is used to make material for refractory
bricks or abrasives.

Many nonmetallic ore minerals associate with metallic
ore minerals (Appendixes I and II) and are mined and
processed together. For example, galena, the main source
of lead, sometimes associates with fluorite (CaF,) and
barytes (BaSQy,), both important nonmetallic minerals.

Diamond ores have the lowest grade of all mined ores.
One of the richest mines in terms of diamond content,
Argyle (in Western Australia) enjoyed grades as high as
2 ppm in its early life. The lowest grade deposits mined
in Africa have been as low as 0.01 ppm. Diamond depos-
its are mined mainly for their gem quality stones which
have the highest value, with the low-value industrial qual-
ity stones being essentially a by-product: most industrial
diamond is now produced synthetically.

1.5 THE NEED FOR MINERAL PROCESSING

“As-mined” or “run-of-mine” ore consists of valuable
minerals and gangue. Mineral processing, also known as
ore dressing, ore beneficiation, mineral dressing, or mill-
ing, follows mining and prepares the ore for extraction of
the valuable metal in the case of metallic ores, or to pro-
duce a commercial end product as in the case of minerals
such as potash (soluble salts of potassium) and coal.
Mineral processing comprises two principal steps: size
reduction to liberate the grains of valuable mineral (or
paymineral) from gangue minerals, and physical separa-
tion of the particles of valuable minerals from the gangue,
to produce an enriched portion, or concentrate, containing
most of the valuable minerals, and a discard, or tailing
(tailings or tails), containing predominantly the gangue
minerals. The importance of mineral processing is today
taken for granted, but it is interesting to reflect that little
more than a century ago, ore concentration was often
a fairly crude operation, involving relatively simple
density-based and hand-sorting techniques. The twentieth
century saw the development of mineral processing as an
important profession in its own right, and certainly with-
out it the concentration of many ores, and particularly the
metalliferous ores, would be hopelessly uneconomic
(Wills and Atkinson, 1991).

It has been predicted that the importance of mineral
processing of metallic ores may decline as the physical
processes utilized are replaced by the hydro- and pyro-
metallurgical routes used by the extractive metallurgist
(Gilchrist, 1989), because higher recoveries are obtained
by some chemical methods. This may apply when the
useful mineral is very finely disseminated in the ore and
adequate liberation from the gangue is not possible, in
which case a combination of chemical and mineral pro-
cessing techniques may be advantageous, as is the case
with some highly complex deposits of copper, lead, zinc,
and precious metals (Gray, 1984; Barbery, 1986). Heap
leaching of gold and oxidized copper ores are examples
where mineral processing is largely by-passed, providing
only size reduction to expose the minerals. In-situ leach-
ing is used increasingly for the recovery of uranium and
bitumen from their ores. An exciting possibility is using
plants to concentrate metals sufficiently for chemical
extraction. Known as phytomining or agro-mining, it has
shown particular promise for nickel (Moskvitch, 2014).
For most ores, however, concentration of metals for
subsequent extraction is best accomplished by mineral
processing methods that are inexpensive, and their use is
readily justified on economic grounds.

The two fundamental operations in mineral processing
are, therefore, liberation or release of the valuable miner-
als from the gangue, and concentration, the separation of
these values from the gangue.



1.6 LIBERATION

Liberation of the valuable minerals from the gangue is
accomplished by size reduction or comminution, which
involves crushing and grinding to such a size that the
product is a mixture of relatively clean particles of min-
eral and gangue, that is, the ore minerals are liberated or
free. An objective of comminution is liberation at the
coarsest possible particle size. If such an aim is achieved,
then not only is energy saved but also by reducing the
amount of fines produced any subsequent separation
stages become easier and cheaper to operate. If high-
grade solid products are required, then good liberation is
essential; however, for subsequent hydrometallurgical
processes, such as leaching, it may only be necessary to
expose the required mineral.

Grinding is often the greatest energy consumer,
accounting for up to 50% of a concentrator’s energy con-
sumption (Radziszewski, 2013). As it is this process which
achieves liberation of values from gangue, it is also the
process that is essential for efficient separation of the
minerals. In order to produce clean concentrates with little
contamination with gangue minerals, it is often necessary
to grind the ore to a fine size (<100 pm). Fine grinding
increases energy costs and can lead to the production of
very fine difficult to treat “slime” particles which may be
lost into the tailings, or even discarded before the concen-
tration process. Grinding therefore becomes a compromise
between producing clean (high-grade) concentrates, operat-
ing costs, and losses of fine minerals. If the ore is low
grade, and the minerals have very small grain size and are
disseminated through the rock, then grinding energy costs
and fines losses can be high.

In practice, complete liberation is seldom achieved, even
if the ore is ground down to less than the grain size of the
desired minerals. This is illustrated by Figure 1.1, which
shows a lump of ore containing a grain of valuable mineral
with a breakage pattern superimposed that divides the lump
into cubic particles of identical volume (for simplicity) and
of a size below that of the mineral grain. It can be judged
that each particle produced containing mineral also contains
a portion of gangue. Complete liberation has not been
attained, but the bulk of the major mineral—the gangue—
has, however, been liberated from the valuable mineral.

The particles of “locked” (or “composite”) mineral
and gangue are known as middlings, and further liberation
from this fraction can only be achieved by further commi-
nution. The “degree of liberation” refers to the percentage
of the mineral occurring as free particles in the broken
ore in relation to the total mineral content in locked and
free particles. Liberation can be high if there are weak
boundaries between mineral and gangue particles, which
is often the case with ores composed mainly of rock-
forming minerals, particularly sedimentary minerals. This
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FIGURE 1.1 Mineral locked with gangue and illustrating effect of
breakage on liberation.

is sometimes referred to as “liberation by detachment.”
Usually, however, the adhesion between mineral and
gangue is strong and during comminution the various con-
stituents are cleft across the grain boundaries; that is,
breakage is random. Random breakage produces a signifi-
cant amount of middlings. Approaches to increasing the
degree of liberation involve directing the breaking stresses
at the mineral grain boundaries, so that the rock can be
broken without breaking the mineral grains (Wills and
Atkinson, 1993). For example, microwaves can be used,
which cause differential heating among the constituent
minerals and thus create stress fractures at grain bound-
aries (Kingman et al., 2004).

Many researchers have tried to quantify (model) the
degree of liberation (Barbery, 1991; King, 2012). These
models, however, suffer from many unrealistic assump-
tions that must be made with respect to the grain structure
of the minerals in the ore. For this reason liberation models
have not found much practical application. However, some
fresh approaches by Gay (2004a,b) have demonstrated that
there may yet be a useful role for such models.

Figure 1.2 shows predictions using the simple libera-
tion model based on random breakage derived by Gaudin
(1939), but which is sufficient to introduce an important
practical point. The degree (fraction) of liberation is given
as a function of the particle size to grain size ratio and
illustrates that to achieve high liberation, say 75%, the
particle size has to be much smaller than the grain size, in
this case ca. 1/10th the size. So, for example, if the grain
size is 1 mm then size reduction must produce a particle
size at least 0.1 mm (100 pm) or less, and if the grain size
is 0.1 mm the particle size should be 10 pm or less. This
result helps understand the fine size required from the
comminution process. For example, in processing base
metal sulfides a target grind size of 100 um for adequate
liberation was common in the 1960s but the finer grained
ores of today may require a target grind size of 10 pm,
which in turn has driven the development of new grinding
technologies.

The quantification of liberation is now routine using
the dedicated scanning electron microscope systems, for
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FIGURE 1.2 Degree of liberation as a function of the particle to grain
ratio (Derived from model of Gaudin (1939) for the least abundant
mineral).

A

Products of comminution

Ore fragment

FIGURE 1.3 Example cross sections of ore particles.

example, and concentrators are increasingly using such
systems to monitor the liberation in their processes.

It should be noted that a high degree of liberation is
not always necessary and may be undesirable in some
cases. For instance, it is possible to achieve a high recov-
ery of values by gravity and magnetic separation even
though the valuable minerals are completely enclosed by
gangue, and hence the degree of liberation of the values
is zero. As long as a pronounced density or magnetic sus-
ceptibility difference is apparent between the locked parti-
cles and the free gangue particles, the separation is
possible. On the other hand, flotation requires at least a
surface of the valuable mineral to be exposed.

Figure 1.3 is a cross section through a typical ore par-
ticle and illustrates the liberation dilemma often facing
the mineral processor. Regions A represent valuable min-
eral, and region AA is rich in valuable mineral but is
highly intergrown with the gangue mineral. Comminution
produces a range of fragments, ranging from fully liber-
ated mineral and gangue particles, to those illustrated.
Particles of type 1 are rich in mineral (are high-grade
particles) and are classed as concentrate as they have an
acceptably low-level degree of locking with the gangue to
still make a saleable concentrate grade. Particles of type 4
would be classed as tailings, the small amount of mineral

Feed
Primary grind

v v
Middlings Tailings

v v v
Concentrate Middlings  Tailings

FIGURE 1.4 Flowsheet for process utilizing two-stage separation.

present representing an acceptable loss of mineral.
Particles of types 2 and 3 would probably be classed as
middlings, although the degree of regrinding needed to
promote liberation of mineral from particle 3 would be
greater than in particle 2. In practice, ores are ground to
an optimum grind size, determined by laboratory and
pilot scale testwork, to produce an economic degree of
liberation. The concentration process is then designed to
produce a concentrate consisting predominantly of valu-
able mineral, with an accepted degree of locking with the
gangue minerals, and a middlings fraction, which may
require further grinding to promote optimum release of
the minerals. The tailings should be mainly composed of
gangue minerals.

During the grinding of a low-grade ore, the bulk of the
gangue minerals is often liberated at a relatively coarse
size (see Figure 1.1). In certain circumstances it may be
economic to grind to a size much coarser than the opti-
mum in order to produce, in the subsequent concentration
process, a large middlings fraction and tailings which can
be discarded at a coarse grain size (Figure 1.4). The mid-
dlings fraction can then be reground to produce a feed to
the final concentration process. This method discards
most of the coarse gangue early in the process, thus con-
siderably reducing grinding costs.

An intimate knowledge of the mineralogical assembly of
the ore (“texture”) is essential if efficient processing is to be
carried out. Process mineralogy or applied mineralogy thus
becomes an important tool for the mineral processor.

Texture refers to the size, dissemination, association,
and shape of the minerals within the ore. Processing of
the minerals should always be considered in the context
of the mineralogy of the ore in order to predict grinding
and concentration requirements, feasible concentrate
grades, and potential difficulties of separation (Guerney
et al., 2003; Baum et al., 2004; Hoal et al., 2009;
Evans et al., 2011; Lotter, 2011; Smythe et al., 2013).



Introduction Chapter | 1 7

FIGURE 1.5 Micrographs showing range in ore texture: (a) galena/sphalerite (Pine Point, Canada), (b) sphalerite/chalcopyrite (Geco, Canada), and

(c) galena/sphalerite/pyrite (Mt Isa, Australia) (Courtesy Giovanni Di Prisco).

Microscopic analysis of ores, concentrates, and tailings
yields much valuable information regarding the efficiency
of the liberation and concentration processes. Figure 1.5
shows examples of increasing ore complexity, from sim-
ple (“free milling” ore, Figure 1.5(a)) to fine-grained
inter-grown texture (Figure 1.5(c)). Microscopic analysis
is particularly useful in troubleshooting problems that
arise from inadequate liberation. Conventional optical
microscopes can be used for the examination of thin and
polished sections of mineral samples, and in mineral
sands applications the simple binocular microscope is a
practical tool. However, it is now increasingly common to
employ quantitative automated mineral analysis using
scanning electron microscopy, such as the Mineral
Liberation Analyser (MLA) (Gu, 2003), the QEMSCAN
(Gottlieb et al., 2000), and the Tescan Integrated Mineral
Analyser (TIMA) (Motl et al., 2012), which scan polished
sections to give 2D information, and X-ray microcom-
puted tomography (micro CT) that allows for 3D visuali-
zation of particulates (Lin et al., 2013).

1.7 CONCENTRATION

After the valuable mineral particles have been liberated,
they must be separated from the gangue particles. This is
done by exploiting the physical properties of the different
minerals. The most important physical properties which
are used to concentrate ores are:

1. Optical. This is often called sorting, which used to be
done by hand but is now mostly accomplished by
machine (Chapter 14).

2. Density. Gravity concentration, a technology with its
roots in antiquity, is based on the differential move-
ment of mineral particles in water due to their differ-
ent density and hydraulic properties. The method has
seen development of a range of gravity concentrating
devices, and the potential to treat dry to reduce reli-
ance on often scarce water resources (Chapter 10). In
dense medium separation, particles sink or float in a

dense liquid or (more usually) an artificial dense sus-
pension. It is widely used in coal beneficiation, iron
ore and diamond processing, and in the preconcentra-
tion of some metalliferous ores (Chapter 11).

. Surface properties. Froth flotation (or simply “flota-

tion”), which is the most versatile method of concen-
tration, is effected by the attachment of the mineral
particles to air bubbles within an agitated pulp. By
adjusting the “chemistry” of the pulp by adding vari-
ous chemical reagents, it is possible to make the valu-
able minerals water-repellant (hydrophobic) and the
gangue minerals water-avid (hydrophilic). This results
in separation by transfer of the valuable minerals to
the bubbles which rise to form froth on the surface of
the pulp (Chapter 12).

. Magnetic susceptibility. Low-intensity = magnetic

separators can be used to concentrate strongly mag-
netic minerals such as magnetite (Fe3;0,4) and pyrrho-
tite (Fe,Sg), while high-intensity magnetic separators
are used to recover weakly magnetic minerals.
Magnetic separation is an important process in the
beneficiation of iron ores and finds application in the
processing of nonmetallic minerals, such as those
found in mineral sand deposits (Chapter 13).

. Electrical conductivity. Electrostatic separation can

be used to separate conducting minerals from noncon-
ducting minerals. Theoretically this method represents
the “universal” concentrating method; virtually all
minerals show some difference in conductivity and it
should be possible to separate almost any two by this
process. However, the method has fairly limited appli-
cation, and its greatest use is in separating some of the
minerals found in heavy sands from beach or stream
placers. Minerals must be completely dry and the
humidity of the surrounding air must be regulated,
since most of the electron movement in dielectrics
takes place on the surface and a film of moisture can
change the behavior completely. The low capacity of
economically sized units is stimulating developments
to overcome (Chapter 13).
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FIGURE 1.6 (a) General representation of a physical (mineral) separation process: mineral property can be density, magnetic susceptibility, hydro-
phobicity, size, etc., and (b) same as (a) but with property made dimensionless.

A general way to show separation is to represent as a
recovery to one stream, usually the concentrate, as a function
of some mineral property, variously called an efficiency, per-
formance, or partition curve, as illustrated in Figure 1.6(a).
The property can be density, magnetic susceptibility, some
measure of hydrophobicity, or particle size (in size
separation devices). The plot can be made dimensionless by
dividing the property X by X5, the property corresponding
to 50% recovery (Figure 1.6(b)). This is a normalized or
reduced efficiency curve. Treating X5, as the target property
for separation then the ideal or perfect separation is the
dashed line in Figure 1.6(b) passing through X/X5, = 1.

The size of particle is an important consideration in
mineral separation. Figure 1.7 shows the general size
range of efficient separation of the concentration pro-
cesses introduced above. It is evident that all these
physical-based techniques fail as the particle size reduces.
Extending the particle size range drives innovation.

In many cases, a combination of two or more separa-
tion techniques is necessary to concentrate an ore eco-
nomically. Gravity separation, for instance, may be used
to reject a major portion of the gangue, as it is a relatively
cheap process. It may not, however, have the selectivity
to produce the final clean concentrate. Gravity concen-
trates therefore often need further upgrading by more
expensive techniques, such as flotation. Magnetic separa-
tion can be integrated with flotation—for example, to
reject pyrrhotite in processing some Ni-sulfide ores.

Ores which are very difficult to treat (refractory), due to
fine dissemination of the minerals, complex mineralogy, or
both, have driven technological advances. An example is
the zinc—lead—silver deposit at McArthur River, in
Australia. Discovered in 1955, it is one of the world’s larg-
est zinc—lead deposits, but for 35 years it resisted attempts
to find an economic processing route due to the very fine
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FIGURE 1.7 Effective range of application of selected mineral separa-
tion techniques (Adapted from Mills (1978)).

grained texture of the ore. However, the development of the
proprietary IsaMill fine grinding technology (Pease, 2005)
by the mine’s owners Mount Isa Mines, together with an
appropriate flotation circuit, allowed the ore to be processed
and the mine was finally opened in 1995. The concentrator
makes a bulk (i.e., combined) zinc—lead concentrate with a
very fine product size of 80% (by weight) finer than 7 pm.

Chemical methods can be used to alter mineralogy,
allowing the low-cost mineral processing methods to be
applied to refractory ores (Iwasaki and Prasad, 1989). For
instance, nonmagnetic iron oxides can be roasted in a
weakly reducing atmosphere to produce magnetite. In
Vale’s matte separation process mineral processing (com-
minution and flotation) is used to separate Ni—Cu matte
into separate Cu- and Ni-concentrates which are sent for
metal extraction (Damjanovic and Goode, 2000).



Some refractory copper ores containing sulfide and oxi-
dized minerals have been pretreated hydrometallurgically to
enhance flotation performance. In the Leach-Precipitation-
Flotation process, developed in the years 1929—1934 by the
Miami Copper Co., USA, the oxidized minerals are dis-
solved in sulfuric acid, after which the copper in solution is
precipitated as cement copper by the addition of metallic
iron. The cement copper and acid-insoluble sulfide minerals
are then recovered by flotation. This process, with several
variations, has been used at a number of American copper
concentrators. A more widely used method of enhancing the
flotation performance of oxidized ores is to allow the sur-
face to react with sodium sulfide. This “sulfidization” pro-
cess modifies the flotation response of the mineral causing it
to behave, in effect, as a pseudo-sulfide (Chapter 12).

Developments in biotechnology are being exploited in
hydrometallurgical operations, particularly in the bacterial
oxidation of sulfide gold ores and concentrates (Brierley
and Brierley, 2001; Hansford and Vargas, 2001). There is
evidence to suggest that certain microorganisms could be
used to enhance the performance of conventional mineral
processing techniques (Smith et al., 1991). It has been
established that some bacteria will act as pyrite depres-
sants in coal flotation, and work has shown that certain
organisms can aid flotation in other ways (e.g., Botero
et al., 2008). Microorganisms have the potential to pro-
foundly change future industrial flotation practice.

Extremely fine mineral dissemination leads to high
energy costs in comminution and losses to tailings due to
the generation of difficult-to-treat fine particles. Much
research has been directed at minimizing fine mineral
losses, either by developing methods of enhancing
mineral liberation, thus minimizing the amount of commi-
nution needed, or by increasing the efficiency of conven-
tional physical separation processes, by the use of
innovative machines or by optimizing the performance of
existing ones. Several methods have been proposed to
increase the apparent size of fine particles, by causing
them to come together and aggregate. Selective floccula-
tion of certain minerals in suspension, followed by separa-
tion of the aggregates from the dispersion, has been
achieved on a variety of ore-types at laboratory scale, but
plant application is limited (Chapter 12).

1.8 REPRESENTING MINERAL PROCESSING
SYSTEMS: THE FLOWSHEET

The flowsheet shows diagrammatically the sequence of
operations in the plant. In its simplest form it can be pre-
sented as a block diagram in which all operations of simi-
lar character are grouped (Figure 1.8). In this case,
“comminution” deals with all crushing and grinding. The
next block, “separation,” groups the various treatments
incident to production of concentrate and tailing. The
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FIGURE 1.9 Line flowsheet: (+) indicates oversized material returned
for further treatment and (—) undersized material, which is allowed to
proceed to the next stage.

third, “product handling,” covers the shipment of concen-
trates and disposal of tailings.

Expanding, a simple line flowsheet (Figure 1.9) can be
sufficient and can include details of machines, settings,
rates, etc. Most flowsheets today use symbols to represent
the unit operations. Example flowsheets are given in many
of the chapters, with varying degrees of sophistication.

1.9 MEASURES OF SEPARATION

The object of mineral processing, regardless of the meth-
ods used, is always the same: to separate the minerals
with the values in the concentrates, and the gangue in the
tailings. The two most common measures of the separa-
tion are grade and recovery.

1.9.1 Grade

The grade, or assay, refers to the content of the
marketable commodity in any stream, such as the feed
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and concentrate. In metallic ores, the percent metal is
often quoted, although in the case of very low-grade ores,
such as gold, metal content may be expressed as parts per
million (ppm), or its equivalent grams per ton (gt ').
Some metals are sold in oxide form, and hence the grade
may be quoted in terms of the marketable oxide content:
for example, %WO;3;, %U30g, etc. In nonmetallic opera-
tions, grade usually refers to the mineral content: for
example, %CaF, in fluorite ores. Diamond ores are
usually graded in carats per 100 t, where 1 carat is 0.2 g.
Coal is graded according to its ash content, that is, the
amount of incombustible mineral present within the coal.
Most coal burned in power stations (“steaming coal”) has
an ash content between 15% and 20%, whereas “coking
coal” used in steel making generally has an ash content of
less than 10%.

The metal content of the mineral determines the maxi-
mum grade of concentrate that can be produced. Thus
processing an ore containing Cu in only chalcopyrite
(CuFeS,) the maximum attainable grade is 34.6%, while
processing an ore containing galena (PbS), the maximum
Pb grade is 86.6%. (The method of calculation was
explained in Example 1.1.)

1.9.2 Recovery

The recovery, in the case of a metallic ore, is the percent-
age of the total metal contained in the ore that is recov-
ered to the concentrate. For instance, a recovery of 90%
means that 90% of the metal in the ore (feed) is recovered
in the concentrate and 10% is lost in (“rejected” to) the
tailings. The recovery, when dealing with nonmetallic
ores, refers to the percentage of the total mineral con-
tained in the ore that is recovered into the concentrate. In
terms of the usual symbols recovery R is given by:

rR=S¢
Ff

where C is weight of concentrate (or more precisely flow-
rate, e.g., th_l), F the weight of feed, ¢ the grade (assay)
of metal or mineral in the concentrate, and f the grade of
metal/mineral in the feed. Provided the metal occurs in
only one mineral, metal recovery is the same as the recov-
ery of the associated mineral. (Example 1.2 shows how to
deal with situations where an element resides in more
than one mineral.) Metal assays are usually given as %
but it is often easier to manipulate formulas if the assays
are given as fractions (e.g., 10% becomes 0.1).

Related measures to grade and recovery include: the
ratio of concentration, the ratio of the weight of the feed
(or heads) to the weight of the concentrate (i.e., F/C);
weight recovery (or mass or solids recovery) also known
as yield is the inverse of the ratio of concentration, that is,
the ratio of the weight of concentrate to weight of feed

(1.1)

(CIF); enrichment ratio, the ratio of the grade of the con-
centrate to the grade of the feed (c/f). They are all used as
measures of metallurgical efficiency.

1.9.3 Grade—Recovery Relationship

The grade of concentrate and recovery are the most com-
mon measures of metallurgical efficiency, and in order to
evaluate a given operation it is necessary to know both.
For example, it is possible to obtain a very high grade of
concentrate (and ratio of concentration) by simply picking
a few lumps of pure galena from a lead ore, but the recov-
ery would be very low. On the other hand, a concentrating
process might show a recovery of 99% of the metal, but it
might also put 60% of the gangue minerals in the concen-
trate. It is, of course, possible to obtain 100% recovery by
not concentrating the ore at all.

Grade of concentrate and recovery are generally
inversely related: as recovery increases grade decreases
and vice versa. If an attempt is made to attain a very
high-grade concentrate, the tailings assays are higher and
the recovery is low. If high recovery of metal is aimed
for, there will be more gangue in the concentrate and the
grade of concentrate and ratio of concentration will
decrease. It is impossible to give representative values of
recoveries and ratios of concentration. A concentration
ratio of 2 to 1 might be satisfactory for certain high-grade
nonmetallic ores, but a ratio of 50 to 1 might be consid-
ered too low for a low-grade copper ore, and ratios of
concentration of several million to one are common with
diamond ores. The aim of milling operations is to main-
tain the values of ratio of concentration and recovery as
high as possible, all factors being considered.

Ultimately the separation is limited by the composi-
tion of the particles being separated and this underpins
the inverse relationship. To illustrate the impact of parti-
cle composition, consider the six particle array in
Figure 1.10 is separated in an ideal separator, that is, a

Liberated mineral A

Locked middlings
(3) %3 mineral A

4) Y5 mineral A

Liberated gangue B

FIGURE 1.10 Example particle assemblage fed to perfect separator.
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TABLE 1.3 Recovery of Particles in Figure 1.10 by Perfect Separator

Particle Recovered 1 2 3 4 5 6
Concentrate grade (%) 100 (1/1)° 100 (2/2) 89 (2.66/3) 75 (3/4) 60 (3/5) 50 (3/6)
Recovery (%) 33 (1/3) 66 (2/3) 89 (2.66/3) 100 (3/3) 100 (3/3) 100 (3/3)

Figure in parenthesis is the ratio of the mass of particles.
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FIGURE 1.11 Grade—recovery curve for perfect separation of the six-

particle assemblage in Figure 1.10 showing the inverse relationship (Cu
grades based on chalcopyrite, CuFeS,).

separator that recovers particles sequentially based on
valuable mineral content. The six particles represent three
mineral (A) equivalents and three gangue (B) equivalents
(all of equal weight), thus the perfect separator would
recover the particles in order 1 through 6. The grade of A
and the recovery of A after each particle is separated into
the concentrate is given in Table 1.3 and plotted in
Figure 1.11 (which also shows the conversion from min-
eral grade to metal grade assuming the valuable mineral
in this case is chalcopyrite, CuFeS,). The inverse relation-
ship is a consequence of the distribution of particle com-
position. The figure includes reference to other useful
features of the grade—recovery relationship: the grade of
all mineral A-containing particles, the pure mineral grade
approached as recovery goes to zero, and the feed grade,
which corresponds to recovery of all particles.

The grade—recovery corresponding to perfect separa-
tion is known as the mineralogically-limited or liberation-
limited grade—recovery. For simple two component mix-
tures with well differentiated density, it is possible to
approach perfect separation in the laboratory using a
sequence of “heavy” liquids (e.g., some organics or
concentrated salt solutions) of increasing density
(Chapter 11). The liberation-limited curve can be gener-
ated from mineralogical data, essentially following the

calculations used to generate Figure 1.11. The liberation-
limited grade—recovery curve is used to compare against
the actual operation and determine how far away it is
from the theoretical maximum separation.

The grade—recovery curve is the most common repre-
sentation of metallurgical performance. When assessing
the effect of a process change, the resulting grade—recov-
ery curves should be compared, not individual points, and
differences between curves should be subjected to tests of
statistical significance. To construct the curve, the data
need to be collected in increments, such as increments of
density or increments of flotation time, and then assem-
bled into cumulative recovery and cumulative grade.
There are other methods of presenting the data, such as
recovery versus total solids recovery, and recovery of
mineral A versus recovery of mineral B. Together these
are sometimes referred to as “separability curves” and
examples will be found in various chapters.

1.9.4 A Measure of Technical Separation
Efficiency

There have been many attempts to combine recovery and
concentrate grade into a single index defining the metal-
lurgical efficiency of the separation. These have been
reviewed by Schulz (1970), who proposed the following
definition:

Separation efficiency (SE) = R, — R, (1.2)

where Ry, is the recovery of the valuable mineral and R,

is the recovery of the gangue into the concentrate.
Calculation of SE will be illustrated using Eq. (1.1).
This equation applies equally well to the recovery of
gangue, provided we know the gangue assays. To find the
gangue assays, we must first convert the metal assay to
mineral assay (see Example 1.1). For a concentrate metal
grade of c¢ if the metal content in the mineral is m then
the mineral content is ¢/m and thus the gangue assay of
the concentrate is given by (assays in fractions):
g=1—— (1.3)

m

This calculation, of course, applies to any stream, not
just the concentrate, and thus in the feed if f is the metal
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assay the mineral assay is f/m. The recovery of gangue
(R,) is therefore

_c(=3) Cm—o
Rg_?(l—%)_)f(m—f) (14
and thus the separation efficiency is:
gp= ¢ _Cm=o Clc (m=c
Ff  F(m=f) F\f (m=f)
(1.5)
_Cmle=))
Ff(m—f)

Example 1.3 illustrates the calculations. The concept
can be extended to consider separation between any pair
of minerals, A and B, such as in the separation of lead
from zinc.

Example 1.3

A tin concentrator treats a feed containing 1% tin, and three
possible combinations of concentrate grade and recovery
are:

High grade 63% tin at 62% recovery
42% tin at 72% recovery

21% tin at 78% recovery

Medium grade

Low grade

Determine which of these combinations of grade and
recovery produce the highest separation efficiency.

Solution

Assuming that the tin is totally contained in the mineral cas-
siterite (SnO,) then m=78.6% (0.786), and we can com-
plete the calculation:

Case % (from SE (Eq. (1.5))
Eq. (1.1))
High C(0.63 3 [0.63 0.786—0.63
0.62=—|—| SE=9841F° | ——————
grade F\0.01 0.01 0.786—0.01
%:9.841E’3 =61.8%

Medium  _,_C <0.42> SE— 1 714E=2 (0.42 ~ 0.7860.42)

grade Flo.01 0.01 0.786-0.01
C o742 =71.2%
F
Low cfo21 , {021 0786-0.21
78=—| 2| SE=3.714F2| = L2 -
grade 0.78 F<0.01> SE=3 (0.01 0.786—0.01)
C o342 =75.2%
F=3.

The answer to which gives the highest separation effi-
ciency, therefore, is the low-grade case.

The concept of separation efficiency is examined in
Appendix III, based on Jowett (1975) and Jowett and
Sutherland (1985), where it is shown that defining separa-
tion efficiency as separation achieved relative to perfect
separation yields Eq. (1.5).

Although separation efficiency can be useful in com-
paring the performance of different operating conditions,
it takes no account of economic factors, and is sometimes
referred to as the “technical separation efficiency.” As
will become apparent, a high value of separation effi-
ciency does not necessarily lead to the most economic
return. Nevertheless it remains a widely used measure to
differentiate alternatives prior to economic assessment.

1.10 ECONOMIC CONSIDERATIONS

Economic considerations play a large role in mineral pro-
cessing. The enormous growth of industrialization from
the eighteenth century onward led to dramatic increases
in the annual output of most mineral commodities, partic-
ularly metals. Copper output grew by a factor of 27 in the
twentieth century alone, and aluminum by an astonishing
factor of 3,800 in the same period. Figure 1.12 shows the
world production of aluminum, copper, and zinc for the
period 1900—2012 (USGS, 2014).

All of these metals suffered to a greater or lesser
extent when the Organization of Petroleum Exporting
Countries (OPEC) quadrupled the price of oil in
1973—1974, ending the great postwar industrial boom.
The situation worsened in 1979—1981, when the Iranian
revolution and then the Iran—Iraq war forced the price of
oil up from $13 to nearly $40 a barrel, plunging the world
into another and deeper recession. While in the mid-
1980s a glut in the world’s oil supply as North Sea oil
production grew cut the price to below $15 in 1986,
Irag’s invasion of Kuwait in 1990 pushed the price up
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FIGURE 1.12 World production of aluminum, copper, and zinc for the
period 1900—2012.



again, to a peak of $42 in October, although by then 20%
of the world’s energy was being provided by natural gas.

In 1999, overproduction and the Asian economic crisis
depressed oil prices to as low as $10 a barrel from where
it climbed steadily to a record $147 a barrel in 2008,
driven by demand from the now surging Asian econo-
mies, particularly China. Turmoil in oil producing regions
continued in the twenty-first century from the invasion of
Iraq (2003) to the “Arab Spring” (start date 2009) and the
festering stand-off with Russia over the Ukraine (2014).
Over the past three years, the oil price fluctuated around
$100 a barrel, apparently inured against this turmoil. In the
last half of 2014, however, the price dropped precipitously
to less than $50 a barrel as the world moved to a surplus of
oil driven by decreased growth rate in countries like China,
and a remarkable, and unexpected, increase in shale oil pro-
duction in the United States. The decision by OPEC not to
reduce production has accelerated the price decline. This
will drive out the high-cost producers, including production
from shale oil that needs about $60 a barrel to be profit-
able, and the price will climb.

These fluctuations in oil prices impact mining, due to
their influence both on the world economy and thus the
demand for metals, and directly on the energy costs of
mining and processing. Metal and mineral commodities
are thus likewise subject to cycles in price. Figure 1.13
shows the commodity price index and identifies the recent
“super-cycle” starting about 2003, and the decline follow-
ing that of oil during 2014. These “boom and bust” cycles
are characterized by overoptimistic forecasts as prices rise
(reference to the “super-cycle”) and dire warnings about
exporting countries suffering from the “natural resource
disease” on the price downslide.

The cycles spur innovation. To reduce dependence on
OPEC, oil production turned to “nonconventional”
sources, such as the oil sands in Canada. A radical
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FIGURE 1.13 Commodity price index (Bank of Canada) representing
the cost of nine commodities (potash, aluminum, gold, nickel, iron, cop-
per, silver, zinc, and lead).
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nonconventional resource, methane chlorates, appeared
set to make Siberia the next Saudi Arabia and although
interest has waned recently these deposits remain part of
our energy future.

The most dramatic new nonconventional source, how-
ever, comes from the shale oil deposits in the United
States. The vast volumes of natural gas in shale formations
in the United States were well known by the 1990s and
attempts to crack open the shale in vertical wells by inject-
ing sand, water, and chemicals, known as hydraulic fractur-
ing or “fracking,” were underway but had proved
unprofitable. The breakthrough innovation was to drill hori-
zontally rather than vertically and thus expose thousands of
meters of gas-bearing shale rather than just a few tens of
meters (Hefner, 2014). The same technology also released
reservoirs of oil in shale and other “tight,” that is, imperme-
able, rock formations. As a consequence, the United States
could become the world’s largest oil producer by the end
of the decade, a revolution with impacts both economic
and geopolitical. While other large such shale formations
are known throughout the world, environmental concerns
over groundwater contamination has, for the moment,
cooled the spread of the technology.

The cycles stimulate substitution. In the case of oil,
electricity generation turned to natural gas (including lig-
uefied natural gas, LNG) and reconsidered nuclear, while
sustaining a large role for coal which remains in plentiful
supply and is more generously distributed among the
advanced economies. Solar-, wind-, and tidal-generated
sources are starting to contribute to the electric power
grid. Subsidies, carbon taxing, and cap-and-trade (emis-
sions trading) initiatives spur these “green” alternatives.
For transport, we are witnessing a resurgence of interest
in electric-powered vehicles. Another energy innovation
is “cogeneration,” the capture and distribution of waste
heat to heat buildings. Mining operations are using this
concept, for example, by tapping the natural heating
underground and examining the potential to recover the
heat generated in comminution (Radziszewski, 2013). The
demand to limit greenhouse gas emissions to combat cli-
mate change will drive substitution of carbon-based
energy sources.

Certain metals and minerals likewise face competition
from substitutes and some face additional factors.
Avoiding “conflict minerals” influences the choice of sup-
ply source. Some companies make an advert of not using
commodities seen as environmentally harmful. Lifecycle
analysis may influence which commodities are used and
in what combinations in order to facilitate recycling.

While commodity prices have gone up in current dol-
lars since 2000 (Figure 1.13), the capital cost of mining
projects has increased by 200—300% (Thomas et al.,
2014) over the same period. This is due to increased
equipment and construction costs (competition for
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materials and labor), increased environmental regulations,
and the added complexity of constructing mine sites in
remote areas. While the recent high metal prices attracted
interest in previously uneconomic deposits, the project
cost escalation has put pressure on the mines to optimize
performance and has caused investors to be wary.

1.10.1 Contained Value

Every ton of material in the deposit has a certain con-
tained value that is dependent on the metal content and
current price of the contained metal. For instance, at a
copper price of £2,000t " and a molybdenum price of
£18 kg~ ', a deposit containing 1% copper and 0.015%
molybdenum has a contained value of more than £22t'.
To be processed economically, the cost of processing an

ore must be less than the contained value.

1.10.2 Processing Costs

Mining is a major cost, and this can vary from only a few
pence per ton of ore to well over £50 t~'. High-tonnage
operations are cheaper in terms of operating costs but
have higher initial capital costs. These capital costs are
paid off over a number of years, so that high-tonnage
operations can only be justified for the treatment of
deposits large enough to allow this. Small ore bodies are
worked on a smaller scale to reduce overall capital costs,
but capital and operating costs per ton are correspond-
ingly higher (Ottley, 1991).

Alluvial mining is the cheapest method and, if on a
large scale, can be used to mine ores of low contained
value due to low grade or low metal price, or both. For
instance, in S.E. Asia, tin ores containing as little as
0.01% Sn are mined by alluvial methods. These ores have
a contained value of less than £1t ', but very low pro-
cessing costs allow them to be economically worked.

High-tonnage open-pit and underground block-caving
methods are used to treat ores of low contained value,
such as low-grade copper ores. Where the ore must be
mined selectively, however, as is the case with under-
ground vein-type deposits, mining methods become very
expensive, and can only be justified on ores of high con-
tained value. An underground selective mining cost of
£30t~! would obviously be hopelessly uneconomic on a
tin ore of alluvial grade, but may be economic on a hard-
rock ore containing 1.5% tin, with a contained value of
around £50 t~' ore.

In order to produce metals, the ore minerals must be
broken down by the action of heat (pyrometallurgy), sol-
vents (hydrometallurgy), or electricity (electrometal-
lurgy), either alone or in combination. The most
common method is the pyrometallurgical process of
smelting. These chemical methods consume large

quantities of energy. The smelting of 1t of copper ore,
for instance, consumes in the region of
1,500—2,000 kWh of electrical energy, which at a cost
of say 5 p kWh ™' is around £85 t ™', well above the con-
tained value of most copper ores. In addition, smelters
are often remote from the mine site, and thus the cost of
transport to the site must be considered.

The essential economic purpose of mineral processing
is to reduce the bulk of the ore which must be transported
to and processed by the smelter, by using relatively cheap,
low-energy physical methods to separate the valuable
minerals from the gangue minerals. This enrichment pro-
cess considerably increases the contained value of the ore
to allow economic transportation and smelting. Mineral
processing is usually carried out at the mine site, the plant
being referred to as a mill or concentrator.

Compared with chemical methods, the physical meth-
ods used in mineral processing consume relatively small
amounts of energy. For instance, to upgrade a copper ore
from 1% to 25% metal would use in the region of
20—50 kWht~'. The corresponding reduction in weight
of around 25:1 proportionally lowers transport costs and
reduces smelter energy consumption to around
60—80 kWh in relation to a ton of mined ore. It is impor-
tant to realize that, although the physical methods are rel-
atively low energy consumers, the reduction in bulk
lowers smelter energy consumption to the order of that
used in mineral processing. It is significant that as ore
grades decline, the energy used in mineral processing
becomes an important factor in deciding whether the
deposit is viable to exploit or not.

Mineral processing reduces not only smelter energy
costs but also smelter metal losses, due to the production
of less metal-bearing slag. (Some smelters include a slag
mineral processing stage to recover values and recycle to
the smelter.) Although technically feasible, the smelting
of low-grade ores, apart from being economically unjusti-
fiable, would be very difficult due to the need to produce
high-grade metal products free from deleterious element
impurities. These impurities are found in the gangue
minerals and it is the purpose of mineral processing to
reject them into the discard (tailings), as smelters often
impose penalties according to their level. For instance, it
is necessary to remove arsenopyrite from tin concentrates,
as it is difficult to remove the contained arsenic in smelt-
ing and the process produces a low-quality tin metal.

Against the economic advantages of mineral proces-
sing, the losses occurred during milling and the cost of
milling operations must be charged. The latter can vary
over a wide range, depending on the method of treatment
used, and especially on the scale of the operation. As with
mining, large-scale operations have higher capital but
lower operating costs (particularly labor and energy) than
small-scale operations.



Losses to tailings are one of the most important factors
in deciding whether a deposit is viable or not. Losses will
depend on the ore mineralogy and dissemination of the
minerals, and on the technology available to achieve effi-
cient concentration. Thus, the development of flotation
allowed the exploitation of the vast low-grade porphyry
copper deposits which were previously uneconomic to
treat (Lynch et al., 2007). Similarly, the introduction of
solvent extraction enabled Nchanga Consolidated Copper
Mines in Zambia to treat 9 Mt per year of flotation tail-
ings, to produce 80,000t of finished copper from what
was previously regarded as waste (Anon., 1979).

In many cases not only is it necessary to separate
valuable from gangue minerals, but also to separate valu-
able minerals from each other. For instance, complex
sulfide ores containing economic amounts of copper,
lead, and zinc usually require separate concentrates of
the minerals of each of these metals. The provision of
clean concentrates, with little contamination with associ-
ated metals, is not always economically feasible, and this
leads to another source of loss other than direct tailing
loss. A metal which reports to the “wrong” concentrate
may be difficult, or economically impossible, to recover
and never achieves its potential valuation. Lead, for
example, is essentially irrecoverable in copper concen-
trates and is often penalized as an impurity by the copper
smelter. The treatment of such polymetallic base metal
ores, therefore, presents one of the great challenges to
the mineral processor.

Mineral processing operations are often a compro-
mise between improvements in metallurgical efficiency
and milling costs. This is particularly true with ores of
low contained value, where low milling costs are essen-
tial and cheap unit processes are necessary, particularly
in the early stages, where the volume of material trea-
ted is high. With such low-value ores, improvements in
metallurgical efficiency by the use of more expensive
methods or reagents cannot always be justified.
Conversely, high metallurgical efficiency is usually of
most importance with ores of high contained value and
expensive high-efficiency processes can often be justi-
fied on these ores.

Apart from processing costs and losses, other costs
which must be taken into account are indirect costs such
as ancillary services—power supply, water, roads, tailings
disposal—which will depend much on the size and loca-
tion of the deposit, as well as taxes, royalty payments,
investment requirements, research and development, med-
ical and safety costs, etc.

1.10.3 Milling Costs

As discussed, the balance between milling costs and metal
losses is crucial, particularly with low-grade ores, and
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TABLE 1.4 Relative Costs for a 100,000 t d~" Copper
Concentrator

Item Cost (%)
Crushing 2.8
Grinding 47.0
Flotation 16.2
Thickening 3.5
Filtration 2.8
Tailings 5.1
Reagents 0.5
Pipeline 1.4
Water 8.0
Laboratory 1.5
Maintenance support 0.8
Management support 1.6
Administration 0.6
Other expenses 8.1
Total 100

because of this most mills keep detailed accounts of oper-
ating and maintenance costs, broken down into various
subdivisions, such as labor, supplies, energy, etc. for the
various areas of the plant. This type of analysis is used to
identify high-cost areas where improvements in perfor-
mance would be most beneficial. It is impossible to give
typical operating costs for milling operations, as these
vary considerably from mine to mine, and particularly
from country to country, depending on local costs of
energy, labor, water, supplies, etc.

Table 1.4 is an approximate breakdown of costs for a
100,000 t d~! copper concentrator. Note the dominance of
grinding, due mainly to power requirements.

1.10.4 Tailings Reprocessing and Recycling

Mill tailings which still contain valuable components con-
stitute a potential future resource. New or improved tech-
nologies can allow the value contained in tailings, which
was lost in earlier processing, to be recovered, or com-
modities considered waste in the past to become valuable
in a new economic order. Reducing or eliminating tailings
dumps by retreating them also reduces the environmental
impact of the waste.

The cost of tailings retreatment is sometimes lower than
that of processing the original ore, because much of the
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expense has already been met, particularly in mining and
comminution. There are many tailings retreatment plants in
a variety of applications around the world. The East Rand
Gold and Uranium Company closed its operations in 2005
after 28 years having retreated over 870 Mt of the iconic
gold dumps of Johannesburg, significantly modifying
the skyline of the Golden City and producing 250 t of gold
in the process. Also in 2005, underground mining in
Kimberley closed, leaving a tailings dump retreatment
operation as the only source of diamond production in the
Diamond City. Some platinum producers in South Africa
now operate tailings retreatment plants for the recovery of
platinum group metals (PGMs), and also chromite as a by-
product from the chrome-rich UG2 Reef. The tailings of
the historic Timmins gold mining area of Canada are like-
wise being reprocessed.

Although these products, particularly gold, tend to
dominate the list of tailings retreatment operations
because of the value of the product, there are others, both
operating and being considered as potential major sources
of particular commodities. For example: coal has been
recovered from tailings in Australia (Clark, 1997), ura-
nium is recovered from copper tailings by the Uranium
Corporation of India, and copper has been recovered from
the Bwana Mkubwa tailings in Zambia, using solvent
extraction and electrowinning. The Kolwezi Tailings proj-
ect in the DRC (Democratic Republic of Congo) that
recovered oxide copper and cobalt from the tailings of 50
years of copper mining ran from 2004 to 2009.
Phytomining, the use of plants to accumulate metals,
could be a low-cost way to detoxify tailings (and other
sites) and recover metals. Methods of resource recovery
from metallurgical wastes are described by Rao (2006).

Recovery from tailings is a form of recycling. The
reprocessing of industrial scrap and domestic waste for
metal recycling is a growing economic, and environmen-
tal, activity. “Urban ore” is a reference to forgotten
supplies of metals that lie in and under city streets.
Recovery of metals from electronic scrap is one
example; another is recovery of PGMs that accumulate
in road dust as car catalytic converters wear (Ravilious,
2013). Many mineral separation techniques are applica-
ble to processing urban ores but tapping them is held
back by their being so widely spread in the urban envi-
ronment. The principles of recycling are comprehen-
sively reviewed by Reuter et al. (2005).

1.10.5 Net Smelter Return and Economic
Efficiency
Since the purpose of mineral processing is to increase the

economic value of the ore, the importance of the
grade—recovery relationship is in determining the most

economic combination of grade and recovery that will
produce the greatest financial return per ton of ore treated
in the plant. This will depend primarily on the current
price of the valuable product, transportation costs to the
smelter, refinery, or other further treatment plant, and the
cost of such further treatment, the latter being very depen-
dent on the grade of concentrate supplied. A high-grade
concentrate will incur lower smelting costs, but the
associated lower recovery means lower returns of final
product. A low-grade concentrate may achieve greater
recovery of the values, but incur greater smelting and
transportation costs due to the included gangue minerals.
Also of importance are impurities in the concentrate
which may be penalized by the smelter, although precious
metals may produce a bonus.

The net return from the smelter (NSR) can be calcu-
lated for any grade—recovery combination from:

NSR = Payment for contained metal (1.6)
— (Smelter charges + Transport costs) ’

This is summarized in Figure 1.14, which shows that
the highest value of NSR is produced at an optimum con-
centrate grade. It is essential that the mill achieves a con-
centrate grade that is as close as possible to this target
grade. Although the effect of moving slightly away from
the optimum may only be of the order of a few pence per
ton treated, this can amount to very large financial losses,
particularly on high-capacity plants treating thousands of
tons per day. Changes in metal price, smelter terms, etc.
obviously affect the NSR versus concentrate grade rela-
tionship and the value of the optimum concentrate grade.
For instance, if the metal price increases, then the opti-
mum grade will be lower, allowing higher recoveries to
be attained (Figure 1.15).

It is evident that the terms agreed between the concen-
trator and the smelter are of paramount importance in the
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FIGURE 1.14 Variation of payment and charges (costs) with concen-
trate grade.
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TABLE 1.5 Simplified Tin Smelter Contract

Material Tin concentrates, assaying no less than
15% Sn, to be free from deleterious
impurities not stated and to contain
sufficient moisture as to evolve no dust

when unloaded at our works.

Quantity Total production of concentrates.

Valuation Tin, less 1 unit per dry ton of
concentrates, at the lowest of the official

LME prices.

On the seventh market day after
completion of arrival of each sampling lot
into our works.

Pricing

Treatment charge £385 per dry ton of concentrates.

Moisture £24 ¢ of moisture.

Penalties Arsenic £40 per unit per ton.

Lot charge £175 per lot sampled of less than 17 t.
Delivery Free to our works in regular quantities,

loose on a tipping lorry (truck) or in any
other manner acceptable to both parties.

economics of mining and milling operations. Such smelter
contracts are usually fairly complex. Concentrates are
sold under contract to “custom smelters” at prices based
on quotations on metal markets such as the London Metal
Exchange (LME). The smelter, having processed the con-
centrates, disposes of the finished metal to the consumers.
The proportion of the “free market” price of the metal
received by the mine is determined by the terms of the
contract negotiated between mine and smelter, and these
terms can vary widely. Table 1.5 summarizes a typical
low-grade smelter contract for the purchase of tin concen-
trates. As is usual in many contracts, one assay unit (1%)
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is deducted from the concentrate assay in assessing the
value of the concentrates, and arsenic present in the con-
centrate (in this case) is penalized. The concentrate assay
is of prime importance in determining the valuation, and
the value of the assay is usually agreed on the result of
independent sampling and assaying performed by the
mine and smelter. The assays are compared, and if the
difference is no more than an agreed value, the mean of
the two results may be taken as the agreed assay. In the
case of a greater difference, an “umpire” sample is
assayed at an independent laboratory. This umpire assay
may be used as the agreed assay, or the mean of this assay
and that of the party which is nearer to the umpire assay
may be chosen.

The use of smelter contracts, and the importance of
the by-products and changing metal prices, can be seen
by briefly examining the economics of processing two
base metals—tin and copper—whose fortunes have fluc-
tuated over the years for markedly different reasons.

1.10.6 Case Study: Economics of
Tin Processing

Tin constitutes an interesting case study in the vagaries of
commodity prices and how they impact the mineral indus-
try and its technologies. Almost half the world’s supply
of tin in the mid-nineteenth century was mined in south-
west England, but by the end of the 1870s Britain’s pre-
mium position was lost, with the emergence of Malaysia
as the leading producer and the discovery of rich deposits
in Australia. By the end of the century, only nine mines
of any consequence remained in Britain, where 300 had
flourished 30 years earlier. From alluvial or secondary
deposits, principally from South-East Asia, comes 80% of
mined tin. Unlike copper, zinc, and lead, production of tin
has not risen dramatically over the years and has rarely
exceeded 250,000 t per annum.

The real price of tin spent most of the first half of the
twentieth century in a relatively narrow band between US
$10,000 and US$15,000 ! (1998%), with some excur-
sions (Figure 1.16). From 1956 its price was regulated by
a series of international agreements between producers
and consumers under the auspices of the International Tin
Council (ITC), which mirrored the highly successful pol-
icy of De Beers in controlling the gem diamond trade.
Price stability was sought through selling from the ITC’s
huge stockpiles when the price rose and buying into the
stockpile when the price fell.

From the mid-1970s, however, the price of tin was
driven artificially higher at a time of world recession, a
toxic combination of expanding production and falling
consumption, the latter due mainly to the increasing use
of aluminum in making cans, rather than tin-plated steel.
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FIGURE 1.16 Tin price 1900—2012 (USGS, 2014).

Although the ITC imposed restrictions on the amount of
tin that could be produced by its member countries, the
reason for the inflating tin price was that the price of tin
was fixed by the Malaysian dollar, while the buffer stock
manager’s dealings on the LME were financed in sterling.
The Malaysian dollar was tied to the American dollar,
which strengthened markedly between 1982 and 1984,
having the effect of increasing the price of tin in London
simply because of the exchange rate. However, the
American dollar began to weaken in early 1985, taking
the Malaysian dollar with it, and effectively reducing
the LME tin price from its historic peak. In October
1985, the buffer stock manager announced that the ITC
could no longer finance the purchase of tin to prop up
the price, as it had run out of funds, owing millions of
pounds to the LME traders. This announcement caused
near panic, the tin price fell to £8,140t™ ' and the LME
halted all further dealings. In 1986, many of the world’s
tin mines were forced to close due to the depressed tin
price, and prices continued to fall in subsequent years,
rising again in concert with other metals during the
“super-cycle.” While the following discussion relates to
tin processing prior to the collapse, including prices and
costs, the same principles can be applied to producing
any metal-bearing mineral commodity at any particular
period including the present day.

It is fairly easy to produce concentrates containing
over 70% tin (i.e., over 90% cassiterite) from alluvial
ores, such as those worked in South-East Asia. Such
concentrates present little problem in smelting and
hence treatment charges are relatively low. Production
of high-grade concentrates also incurs relatively low
freight charges, which is important if the smelter is
remote. For these reasons it has been traditional in the
past for hard-rock, lode tin concentrators to produce
high-grade concentrates, but high tin prices and the
development of profitable low-grade smelting processes

changed the policy of many mines toward the produc-
tion of lower-grade concentrates. The advantage of this
is that the recovery of tin into the concentrate is
increased, thus increasing smelter payments. However,
the treatment of low-grade concentrates produces much
greater problems for the smelter, and hence the treat-
ment charges at “low-grade smelters” are normally
much higher than those at the high-grade smelters.
Freight charges are also correspondingly higher.
Example 1.4 illustrates the identification of the
economic optimum grade—recovery combination.

This result in Example 1.4 is in contrast to the maxi-
mum separation efficiency which was for the low-grade
case (Example 1.3). Lowering the concentrate grade to
21% tin, in order to increase recovery, increased the sepa-
ration efficiency, but adversely affected the economic
return from the smelter, the increased charges being
greater than the increase in revenue from the metal.

In terms of contained value, the ore, at free market
price, has £85 worth of tin per ton ((1%/100) X
£8,500 ¢ (of tin)); thus even at the economic optimum
combination, the mine realizes only 62% of the ore value
in payments received (£52.80/£85).

The situation may alter, however, if the metal price
changes appreciably. If the tin price falls and the terms of
the smelter contract remain the same, then the mine prof-
its will suffer due to the reduction in payments. Rarely
does a smelter share the risks of changing metal price, as
it performs a service role, changes in smelter terms being
made more on the basis of changing smelter costs rather
than metal price. The mine does, however, reap the bene-
fits of increasing metal price.

At a tin price of £6,500 t~!, the NSR per ton of ore
from the low-grade smelter treating the 42% tin concentrate
is £38.75, while the return from the high-grade smelter,
treating a 63% Sn concentrate, is £38.96. Although this is a
difference of only £0.21t™' of ore, to a small 500t d ™' tin
concentrator this change in policy from relatively low- to
high-grade concentrate, together with the subsequent
change in concentrate market, would expect to increase the
revenue by £0.21 X 500 X 365 = £38,325 per annum. The
concentrator management must always be prepared to
change its policies, both metallurgical and marketing, if
maximum returns are to be made, although generation of a
reliable grade—recovery relationship is often difficult due
to the complexity of operation of lode tin concentrators and
variations in feed characteristics.

It is, of course, necessary to deduct the costs of mining
and processing from the NSR in order to deduce the profit
achieved by the mine. Some of these costs will be indi-
rect, such as salaries, administration, research and devel-
opment, medical and safety, as well as direct costs, such
as operating and maintenance, supplies and energy. The
breakdown of milling costs varies significantly from mine
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Example 1.4

Suppose that a tin concentrator treats a feed containing 1%
tin, and that three possible combinations of concentrate grade
and recovery are those in Example 1.3:

High grade 63% tin at 62% recovery

Medium grade 42% tin at 72% recovery

Low grade 21% tin at 78% recovery

Using the low-grade smelter terms set out in the contract
in Table 1.5, and assuming that the concentrates are free of
arsenic, and that the cost of transportation to the smelter is
£20t™" of dry concentrate, what is the combination giving the
economic optimum, that is, maximum NSR?

Solution
As a common basis we use 1t of ore (feed). For each condi-
tion it is possible to calculate the amount of concentrate that
can be made from 1t of ore and from this, the smelter pay-
ment and charges for each combination of grade and recovery
can be calculated.

The calculation of the amount of concentrate follows from
the definition of recovery (Eq. (1.1)):

X X
ReCC. oL UXDXR
Ff c
For a tin price of £8,500 t1 (of tin), and a treatment charge
of £385 t™! (of concentrate) the NSR for the three cases is cal-

culated in the table below:

Case Weight of Smelter Payment” Charge NSR
Concentrate (kg t™") Treatment Transport

High grade (Tt X 1;’?3/? 62% _ 9.84 kg P X 9i80i),><o(o6o3 - _ £51.86 9.8]At§0385 —£3.79 £0.20 £47.88

Medium grade (1t X 1:?3/5 72% —17.14kg P X 171(1)3’2532 -1 —£5973 17.;’40>(<)0385 — £6.59 £0.34 £52.80

Low grade (1tx 12"103/? 78% ~37.14kg P X 3712)3’2(%1 -1 —£63.14 37.:’40>(<)0385 —£1430 £0.74 £48.10

“Note: units of 10 are to convert from %.

The optimum combination is thus the second case

to mine, depending on the size and complexity of the
operations (Table 1.4 is one example breakdown). Mines
with large ore reserves tend to have high throughputs, and
so although the capital outlay is higher, the operating and
labor costs tend to be much lower than those on smaller
plants, such as those treating lode tin ores. Mining costs
also vary considerably and are much higher for under-
ground than for open-pit operations.

If mining and milling costs of £40 and £8, respec-
tively, per ton of ore are typical of underground tin
operations, then it can be seen that at a tin price of
£8,500, the mine producing a concentrate of 42% tin,
which is sold to a low-grade smelter, makes a profit of
£52.80 —48 = £4.80t™ ' of ore. It is also clear that if the
tin price falls to £6,500 t_l, the mine loses
£48 — 38.96 = £9.04 for every ton of ore treated.

The mine profit per ton of ore treated can be illustrated
by considering “contained values.” For the 72% recovery
case (medium-grade case in Example 1.4) the contained
value in the concentrate is £85 X 0.72 = £61.20, and thus the
contained value lost in the tailings is $23.80 (£85 — £61.20).
Since the smelter payment is £52.80 the effective cost of
transport and smelting is £61.20 — 52.80 = £8.40. Thus the
mine profit can be summarized as follows:

Contained value of ore — (costs + losses)

which for the 72% recovery case is:
£(85—(84+40+8+238)=£480t".

The breakdown of revenue and costs in this manner is
summarized in Figure 1.17.

In terms of effective cost of production, since 1t of
ore produces 0.0072 t of tin in concentrates, and the free
market value of this contained metal is £61.20 and the
profit is £4.80, the total effective cost of producing 1t of
tin in concentrates is £(61.20 — 4.80)/0.0072 = £7,833.

The importance of metal losses in tailings is shown
clearly in Figure 1.17. With ore of relatively high contained
value, the recovery is often more important than the cost of
promoting that recovery. Hence relatively high-cost unit
processes can be justified if significant improvements in
recovery are possible, and efforts to improve recoveries
should always be made. For instance, suppose the concen-
trator, maintaining a concentrate grade of 42% tin,
improves the recovery by 1%, i.e., to 73%, with no change
in actual operating costs. The NSR will be £53.53t ' of
ore and after deducting mining and milling costs, the profit
realized by the mine will be £5.53t™" of ore. Since 1t of
ore now produces 0.0073 t of tin, having a contained value
of £62.05, the cost of producing 1 t of tin in concentrates is
thereby reduced to £(62.05 — 5.53)/0.0073 = £7,742.
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1t of mined ore (1% Sn)
Contained value = £85 (fmp)

Concentrate (72% recovery) Tailin

Processing

9
Contained value £23.80 (fmp)

Contained value £61.20 (fmp)

Effective cost
£61.20 - £52.80 = £8.40

[ Transport and smelting

}_

| Payment of £52.80 |

FIGURE 1.17 Breakdown of revenues and costs for treatment of lode
tin (fmp = free market price).

Due to the high processing costs and losses, hard-rock
tin mines, such as those in Cornwall and Bolivia, had the
highest production costs, being above £7,500 t ' of ore in
1985 (for example). Alluvial operations, such as those in
Malaysia, Thailand, and Indonesia, have lower production
costs (around £6,000 t~ ' in 1985). Although these ores
have much lower contained values (only about £1—2 tfl),
mining and processing costs, particularly on the large
dredging operations, are low, as are smelting costs and
losses, due to the high concentrate grades and recoveries
produced. In 1985, the alluvial mines in Brazil produced
the world’s cheapest tin, having production costs of only
about £2,200 t~! of ore (Anon., 1985a).

1.10.7 Case Study: Economics of Copper
Processing

In 1835, the United Kingdom was the world’s largest cop-
per producer, mining around 15,000t per annum, just
below half the world production. This leading position
was held until the mid-1860s when the copper mines of
Devon and Cornwall became exhausted and the great
flood of American copper began to make itself felt. The
United States produced about 10,000t in 1867, but by
1900 was producing over 250,000 t per annum. This out-
put had increased to 1,000,000 t per annum in the mid-
1950s, by which time Chile and Zambia had also become
major producers. World annual production now exceeds
15,000,000 t (Figure 1.12).

Figure 1.18 shows that the price of copper in real
terms grew steadily from about 1930 until the period of
the oil shocks of the mid-1970s and then declined steeply
until the early twenty-first century, the average real price
in 2002 being lower than that at any time in the twentieth
century. The pressure on costs was correspondingly high,
and the lower cost operators such as those in Chile had
more capacity to survive than the high-cost producers
such as some of those in the United States. However,
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FIGURE 1.18 Copper price 1900—2012 (USGS, 2014).

TABLE 1.6 Simplified Copper Smelter Contract

Payments

Copper: Deduct from the agreed copper assay 1 unit, and
pay for the remainder at the LME price for higher-
grade copper.

Silver: If over 30 g t~' pay for the agreed silver content at
90% of the LME silver price.

Gold: If over 1 gt~ pay for the agreed gold content at
95% of the LME gold price.

Deductions

Treatment charge: £30 per dry ton of concentrates

Refining charge: £115t ' of payable copper

world demand, particularly from emerging economies
such as China, drove the price strongly after 2002 and by
2010 it had recovered to about US$9000 t ! (in dollars of
the day) before now sliding back along with oil and other
commodities.

The move to large-scale operations (Chile’s Minerara
Escondida’s two concentrators had a total capacity of
230,000 td ! in 2003), along with improvements in tech-
nology and operating efficiencies, have kept the major
companies in the copper-producing business. In some
cases by-products are important revenue earners. BHP
Billiton’s Olympic Dam produces gold and silver as well
as its main products of copper and uranium, and Rio
Tinto’s Kennecott Utah Copper is also a significant
molybdenum producer.

A typical smelter contract for copper concentrates is
summarized in Table 1.6. As in the case of the tin exam-
ple, the principles illustrated can be applied to current
prices and costs.



Consider a porphyry copper mine treating an ore con-
taining 0.6% Cu to produce a concentrate containing 25%
Cu, at 85% recovery. This represents a concentrate pro-
duction of 20.4 kg t ™' of ore treated. Therefore, at a cop-

per price of £980t™":

20.4
Payment for copper = £980 X 1000 X 0.24 = £4.80

20.4
T h = X ——— =£0.61
reatment charge = £30 1,000 £0.6

1,000

Refining charge = £115 X X 0.24 = £0.56

Assuming a transport cost of £20t ' of concentrate,
the total deductions are £(0.61 +0.56 +0.41) = £1.58,
and the NSR per ton of ore treated is thus
£(4.80 — 1.58) = £3.22.

As mining, milling and other costs must be deducted
from this figure, it is apparent that only those mines with
very low operating costs can have any hope of profiting
from such low-grade operations at the quoted copper price.
Assuming a typical large open-pit mining cost of £1.25t ™
of ore, a milling cost of £2 t~! and indirect costs of £2 t7 !,
the mine will lose £2.03 for every ton of ore treated. The
breakdown of costs and revenues, following the example
for tin (Figure 1.17), is given in Figure 1.19.

As each ton of ore produces 0.0051 t of copper in concen-
trates, with a free market value of £5.00, the total effective
production costs are £(5.00 + 2.03)/0.0051 t = £1,378 t ! of
copper in concentrates. However, if the ore contains
appreciable by-products, the effective production costs
are reduced. Assuming the concentrate contains 25 gt '
of gold and 70 gt ' of silver, then the payment for

gold, at a LME price of £230/troy oz (1 troy
oz =31.1035 g) is:

20.4 25

— X 0.95 X230 = £3.

1000 31.1035 095 X230 = £3.58

and the payment for silver at a LME price of £4.5 per
troy oz

20.4>< 70
1000 31.1035

X 0.95X4.5=£0.19

The net smelter return is thus increased to £6.99 t ' of
ore, and the mine makes a profit of £1.7 t~! of ore trea-
ted. The effective cost of producing 1t of copper is thus
reduced to £(5.00 — 1.74)/0.0051 = £639.22.

By-products are thus extremely important in the
economics of copper production, particularly for very
low-grade operations. In this example, 42% of the mine’s
revenue is from gold. This compares with the contribu-
tions to revenue realized at Bougainville Copper Ltd
(Sassos, 1983).
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1t of mined ore (0.6% Cu)
Contained value = £5.88 (fmp)

Cost £3.25
(Inc. other costs)
Processing Cost £2
Concentrate (85% recovery) Tailing

Contained value £5.00 (fmp) Contained value £0.88 (fmp)

Effective cost
£5.00 - £3.22=£1.78

[Transport, smelting, and refining |—

[ Payment of £3.22 |

FIGURE 1.19 Breakdown of costs and revenues for treatment of typi-
cal porphyry copper ore.

TABLE 1.7 Effective Costs at World’s Leading Copper
Mines in 1985

Mine Country Effective Cost of
Processed Cu (£ t™")

Chuquicamata Chile 589

El Teniente Chile 622

Bougainville Papua New Guinea 664

Palabora South Africa 725

Andina Chile 755

Cuajone Peru 876

El Salvador Chile 906

Toquepala Peru 1,012

Inspiration USA 1,148

San Manuel USA 1,163

Morenci USA 1,193

Twin Buttes USA 1,208
Utah/Bingham USA 1,329

Nchanga Zambia 1,374
Gecamines Zaire 1,374

Table 1.7 lists estimated effective costs per ton of cop-
per processed in 1985 at some of the world’s major cop-
per mines, at a copper price of £980t~ ' (Anon., 1985b).

It is evident that, apart from Bougainville (now
closed), which had a high gold content, and Palabora, a
large open-pit operation with numerous heavy mineral by-
products, the only economic copper mines in 1985 were
the large South American porphyries. Those mines
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profited due to relatively low actual operating costs, by-
product molybdenum production, and higher average
grades (1.2% Cu) than the North American porphyries,
which averaged only 0.6% Cu. Relatively high-grade
deposits such as at Nchanga failed to profit due partly to
high operating costs, but mainly due to the lack of by-
products. It is evident that if a large copper mine is to be
brought into production in such an economic climate,
then initial capitalization on high-grade secondary ore and
by-products must be made, as at Ok Tedi in Papua New
Guinea, which commenced production in 1984, initially
mining and processing the high-grade gold ore in the lea-
ched capping ore.

Since the profit margin involved in the processing of
modern copper ores is usually small, continual efforts
must be made to try to reduce milling costs and metal
losses. This need has driven the increase in processing
rates, many over 100,000t ore per day, and the corre-
sponding increase in size of unit operations, especially
grinding and flotation equipment. Even relatively small
increases in return per ton can have a significant effect,
due to the very large tonnages that are often treated.
There is, therefore, a constant search for improved flow-
sheets and flotation reagents.

Figure 1.19 shows that in the example quoted, the con-
tained value in the flotation tailings is £0.88 t ' treated
ore. The concentrate contains copper to the value of
£5.00, but the smelter payment is £3.22. Therefore, the
mine realizes only 64.4% of the free market value of cop-
per in the concentrate. On this basis, the actual metal loss
into the tailings is only about £0.57 t ' of ore. This is rel-
atively small compared with milling costs, and an
increase in recovery of 0.5% would raise the net smelter
return by only £0.01. Nevertheless, this can be significant;
to a mine treating 50,000 t d_l, this is an increase in reve-
nue of £500 d~', which is extra profit, providing that it is
not offset by any increased milling costs. For example,
improved recovery in flotation may be possible by the use
of a more effective reagent or by increasing the dosage of
an existing reagent, but if the increased reagent cost is
greater than the increase in smelter return, then the action
is not justified.

This balance between milling cost and metallurgical
efficiency is critical on a concentrator treating an ore of
low contained value, where it is crucial that milling costs
be as low as possible. Reagent costs are typically around
10% of the milling costs on a large copper mine, but
energy costs may contribute well over 25% of these costs.
Grinding is by far the greatest energy consumer and this
process undoubtedly has the greatest influence on metal-
lurgical efficiency. Grinding is essential for the liberation
of the minerals in the ore, but it should not be carried out
any finer than is justified economically. Not only is fine
grinding energy intensive, but it also leads to increased

-

NSR - grinding cost ~=

Pound sterling per ton

Grinding cost

-
M R T T —

Grind size (80% passing size) (um)

FIGURE 1.20 Effect of fineness of grind on net smelter return and
grinding costs.

media (grinding steel) consumption costs. Grinding steel
often contributes as much as, if not more than, the total
mill energy cost, and the quality of grinding medium used
often warrants special study. Figure 1.20 shows the effect
of fineness of grind on NSR and grinding costs for a typi-
cal low-grade copper ore. Although flotation recovery,
and hence NSR, increases with fineness of grind, it is evi-
dent that there is no economic benefit in grinding finer
than a certain grind size (80% passing size). Even this
fineness may be beyond the economic limit because of
the additional capital cost of the grinding equipment
required to achieve it.

1.10.8 Economic Efficiency

It is apparent that a certain combination of grade and
recovery produces the highest economic return under cer-
tain conditions of metal price, smelter terms, etc.
Economic efficiency compares the actual NSR per ton of
ore milled with the theoretical return, thus taking into
account all the financial implications. The theoretical
return is the maximum possible return that could be
achieved, assuming “perfect milling,” that is, complete
separation of the valuable mineral into the concentrate,
with all the gangue reporting to tailings. Using economic
efficiency, plant efficiencies can be compared even during
periods of fluctuating market conditions (Example 1.5).

In recent years, attempts have been made to optimize
the performance of some concentrators by controlling
plant conditions to achieve maximum economic effi-
ciency (see Chapters 3 and 12). A dilemma often facing
the metallurgist on a complex flotation circuit producing
more than one concentrate is: how much contamination of
one concentrate by the mineral that should report to the
other concentrate can be tolerated? For instance, on a



plant producing separate copper and zinc concentrates,
copper is always present in the zinc concentrate, as is
zinc in the copper concentrate. Metals misplaced into the
wrong concentrate are rarely paid for by the specialist
smelter and are sometimes penalized. There is, therefore, an
optimum “degree of contamination” that can be tolerated.
The most important reagent controlling this factor is often
the depressant (Chapter 12), which, in this example, inhibits
flotation of the zinc minerals. Increase in the addition of this
reagent not only produces a cleaner copper concentrate but
also tends to reduce copper recovery into this concentrate,
as it also has some depressing effect on the copper minerals.
The depressed copper minerals are likely to report to the
zinc concentrate, so the addition rate of depressant needs to
be carefully monitored and controlled to produce an opti-
mum compromise. This should occur when the economic
efficiency is maximized (Example 1.6).

Example 1.5

Calculate the economic efficiency of a tin concentrator,
treating an ore grading 1% tin producing a concentrate
grading 42% tin at 72% recovery, under the conditions of
the smelter contract shown in Table 1.5. The cost of trans-
portation to the smelter is £20t™" of concentrate. Assume a
tin price of £8,500t .

Solution
It was shown in Example 1.4 that this concentrate would
realize a net smelter return of £52.80. Assuming perfect
milling, 100% recovery of the tin would be achieved into a
concentrate grading 78.6% tin (i.e., pure cassiterite), thus
the calculations proceed as follows:

The weight of concentrate produced from 1t of

feed =12.72 kg.

12.72

Therefore, t t cost=£20 X —— =£0.25

erefore, transport cos 1,000

12.72

T h =£385X =£4.

reatment charge = £385 1,000 85030
Valuation = £12.72 X (78.6 — 1) X ——— =£83.90
aluation ( ) 100,000

Therefore, the “perfect milling” net smelter return=
£(83.90 — 4.90 — 0.25) = £78.75, and thus:
Economic efficiency = 100 X 52.80/78.75 = 67.0%

Example 1.6
The following assay data were collected from a copper—
zinc concentrator:

Feed Cu concentrate Zn concentrate
Assay Cu (%) 0.7 24.6 0.4
Zn (%) 1.94 3.40 49.7

Mass balance calculation (Chapter 3) showed that 2.6%
of the feed reported to the copper concentrate and 3.5% to
the zinc concentrate.
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Calculate the overall economic efficiency under the fol-
lowing simplified smelter terms:

Copper:

Copper price: £1,000 t~

Smelter payment: 90% of Cu content

Smelter treatment charge: £30t~"' of concentrate

Transport cost: £20 t ' of concentrate

1

Zinc:

Zinc price: £400t™"

Smelter payment: 85% of zinc content

Smelter treatment charge: £100t~' of concentrate
Transport cost: £20t™ ' of concentrate

Solution
1. Assuming perfect milling
a. Copper

Assuming that all the copper is contained in the
mineral chalcopyrite, then maximum copper grade
is 34.6% Cu (pure chalcopyrite, CuFeS,).

If C is weight of copper concentrate per
1,000 kg of feed, then for 100% recovery of copper
into this concentrate:

34.6 X C X100
100 = 0.7 X1.000 C =20.2(kg)
Transport cost = £20 X 20.2/1,000 = £0.40
Treatment cost = £30 X 20.2/1,000 = £0.61
Revenue = £20.2 X 0.346 X 1,000 X
0.9/1,000 = £6.29
Therefore, NSR for copper concentrate = £5.28 t~
of ore.
b. Zinc
Assuming that all the zinc is contained in the
mineral sphalerite, maximum zinc grade is 67.1%
(assuming sphalerite is ZnS).
If Z is weight of zinc concentrate per 1,000 kg
of feed, then for 100% recovery of zinc into this
concentrate:

1

67.1 X ZX 100
Transport cost = £20 X 28.9/1,000 = £0.58
Treatment cost = £100 X 28.9/1,000 = £2.89
Revenue = £28.9 X 0.671 X 0.85 X
400/1,000 = £6.59

Therefore, NSR for zinc concentrate = £3.12 t' of
ore.

Total NSR for perfect milling=£(5.28 +3.12) =
£8.40t7"

2. Actual milling
Similar calculations give:
Net copper smelter return = £4.46t™' ore

Net zinc smelter return = £1.71t " ore

Total net smelter return = £6.17 t' ore
Therefore, overall economic efficiency =

100 X 6.17/8.40 = 73.5%.
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1.11 SUSTAINABILITY

While making a profit is essential to sustaining any opera-
tion, sustainability has taken on more aspects in recent
years, something that increasingly impacts the mining
industry.

The concept of Sustainable Development arose from
the environmental movement of the 1970s and was cre-
ated as a compromise between environmentalists who
argued that further growth and development was untena-
ble due to depletion of resources and destructive pollu-
tion, and proponents of growth who argued that growth is
required to prevent developed countries from stagnating
and to allow underdeveloped countries to improve. Thus,
the principles of sustainable development, that is, growth
within the capacity that the earth could absorb and remain
substantially unchanged, were embraced by industry. The
1987 Brundtland report, commissioned by the UN,
defined sustainable development as “development that
meets the needs of the present without compromising the
ability of future generations to meet their own needs”
(Brundtland, 1987; Anon., 2000).

Sustainable development concepts have had major
impact on mining operations and projects; for example, the
many safety and worker health regulations continuously
promulgated since the 1960s, as well as environmental reg-
ulations controlling and limiting emissions to air, land, and
sea. In fact, meeting these regulations has been a main
driver of technology and operational improvement projects
(van Berkel and Narayanaswamy, 2004; Marcuson, 2007).

Achieving sustainable development requires balancing
economic, environmental, and social factors
(Figure 1.21). Sustainability attempts to account for the
entire value of ecosystems and divides this value into
three segments: direct, the value that can be generated by
the animals, plants, and other resources; indirect, the
value generated by items such as erosion control, water
purification, and pollination; and intangible, the value to
humans derived from beauty and religious/spiritual signif-
icance. Before the genesis of sustainability, economic
evaluations concentrated on direct benefits undervaluing
or ignoring indirect benefits. However, these indirect ben-
efits may have significant economic value that is difficult
to quantify and is only realized after the fact.

The mining enterprise is directly connected to and
dependent upon the earth. Mining has been a crucible for
sustainability activities, especially when dealing with
greenfield sites inhabited by indigenous people. Algie
(2002) and Twigge-Molecey (2004) highlighted six fun-
damental features of mining that account for this:

Metal and mineral resources are nonrenewable.

Economic mineralization often occurs in remote
underdeveloped areas that are high conservation zones
rich in biodiversity with many sites of cultural

Bearable Equitable

Environmental

FIGURE 1.21 Sustainable development: balancing economic, environ-
mental, and social demands.

importance to the indigenous inhabitants. The mining
company becomes responsible for developing essential
infrastructure. Mining activities irreversibly alter both
the natural and social environments.

® The mining sector is diverse in size, scope, and
responsibility. It comprises government and private
organizations, super-major corporations and junior
miners, and exploration companies.
The mining industry has a poor legacy.
The risks and hazards in production, use, and disposal
are not well understood by the public and are often
poorly communicated.

® In contrast to manufacturing, which primarily involves
physical change, processing of metals involves chemi-
cal change, which inherently is more polluting.

In a mining endeavor, a large proportion of the benefits
accrue globally while major environmental effects are felt
locally. Indigenous people are closely tied to the local envi-
ronment but remote from the global market exacerbating
negative effects. Moreover, modern mining is not labor
intensive and projects in remote locations generate jobs for
only a small proportion of the aboriginal population. This
may lead to an unhealthy division of wealth and status
within the aboriginal community (Martin, 2005).

Sustainable development principles have dramatically
impacted new projects. Extensive monitoring of baseline
environmental conditions and pre-engineering studies to
investigate likely impact on both the natural and human
environments are mandated (Figure 1.22). While these
activities certainly identify and reduce errors made during
project implementation, they exponentially increase the
amount of time required for completing projects. These
delays may stretch project duration across several price
cycles. During this time, low prices erode confidence in
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Design . . .
modification Iteration Final project
required design

Environmental data collection

Project feasibility
+ Project Preliminary | Environmental
Environmental | proceeds design review
baseline data
Ongoing data
collection and
evaluation

Evaluation / Monitoring / Follow-up / Validation (life of operations)

FIGURE 1.22 Simplified schematic of one aspect of the iterative environmental assessment process.

the worth of the project; project “champions” leave orga-
nizations, either voluntarily or involuntarily; projects are
stopped and reevaluated. All of these result in more
delays and additional cost.

Sustainable development has irreversibly altered the
relationship between First Nations and industry (Marcuson
et al., 2009). Fifty years ago, aboriginal peoples were typi-
cally ignored when creating a new project. Today, after
years of advocacy, protests, and demonstrations, they have
gained a place at the bargaining table, have input into the
environmental permitting process, and frequently possess
veto power over a new project. As a result, Impact Benefit
Agreements (IBAs), designed to compensate the local pop-
ulation for damage to their environment and to create
training, educational, and employment opportunities, are
negotiated. These have succeeded in allocating a greater
portion of the global benefits to the local population and in
transferring social costs to the bottom line of the project.
But this process has its challenges—multiparty negotia-
tions between a company, government(s), and aboriginals
take time and add costs. Moreover, governments in devel-
oping countries and aboriginal communities have different
levels of sophistication in business and corporate matters,
and they may have unrealistic expectations, and may be
subject to exploitation by internal and external individuals
and groups. Additionally, the terms of IBAs are frequently
held in close confidence and thereby immune to external
examination and regulation.

A modern mining project of reasonable size requires a
minimum capital outlay of $1b and has an operating life
of 25+ years. Costs of $4—6b are common, and time
horizons of 10+ years from project initiation to success-
ful start-up are not unusual. Achieving sustainable
financing to cover these costs and extended times has
necessitated globalization and consolidation of the
industry.

However, even mega-corporations have not success-
fully modulated the historic cyclic nature of the mining
business. This cyclic nature presents existential challenges
to those charged with sustaining mining corporations. Net
Present Value, greatly influenced by price assumptions
and heavily weighted to income during the first 10 years,
is a major financial metric for investment decisions. Thus,
while a key financial indicator is short term focused, both
project duration and asset life are long, and a fundamental
mismatch exists, further complicating decision making.
Sequential delays between commodity price increases,
decisions to increase supply, and project completion cre-
ate a sluggish, fundamentally unstable system. Finally,
due to high capital costs and relatively low incremental
operating costs there is hesitancy to close operations
when prices fall. When coupled with political and social
pressure to maintain employment, operations may be
maintained even when taking losses adding more fuel to
the boom and bust cycle.

Faced with this situation and compelled by investors
demanding immediate returns, mining companies cut
costs in areas that will immediately improve the bottom
line. This means deferring capital projects, negotiating
delays in environmental improvement projects, reducing
support for universities, and curtailing exploration and
technology initiatives. While these endeavors support the
long-term economic sustainability of the enterprise, cur-
tailment and concomitant loss of expertise further exacer-
bate the cyclical nature of the industry.

Through regulatory and economic forces, sustainable
development has become a revolutionary driver of the
mining industry. These forces are increasing (Starke,
2002). Developing countries are demanding a greater
portion of the economic benefits. Social and environ-
mental sustainability become inextricably linked in the
realm of water utilization and waste disposal. These
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present visible, immediate threats to local water sup-
plies, the health of the natural environment, the local
economies, and ways of life. Water and community
health will remain flash points. To date, effective
mechanisms to limit greenhouse gas emissions have not
been developed. As a result, expenditures to minimize
these play a minor role in new projects. But climate
change is the major environmental challenge of the
twenty-first century; economic and regulatory restric-
tions will certainly emerge as major factors in the
Sustainable Development portfolio.
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Chapter 2

Ore Handling

2.1 INTRODUCTION

Ore handling is a key function in mining and mineral pro-
cessing, which may account for 30—60% of the total
delivered price of raw materials. It covers the processes
of transportation, storage, feeding, and washing of the ore
en route to, or during, the various stages of treatment in
the mill.

Since the physical state of ores in situ may range from
friable, or even sandy material, to monolithic deposits
with the hardness of granite, the methods of mining and
provisions for the handling of freshly excavated material
will vary widely. Ore that has been well fragmented can
be transported by trucks, belts, or even by sluicing, but
large lumps of hard ore may need secondary blasting.
Developments in nonelectric millisecond delay detonators
and plastic explosives have resulted in more controllable
primary breakage and easier fragmentation of occasional
overly-large lumps. At the same time, crushers have
become larger and lumps up to 2 m in size can now be
fed into some primary units.

Ores are by and large heterogeneous in nature. The
largest lumps blasted from an open pit operation may be
over 1.5m in size. The fragmented ore from a blast is
loaded directly into trucks, holding up to 400 t of ore in
some cases, and is transported directly to the primary
crushers. Storage of such ore is not always practicable,
due to its wide particle size range which causes segrega-
tion during storage, the fines working their way down
through the voids between the larger particles. Extremely
coarse ore is sometimes difficult to start moving once it
has been stopped. Sophisticated storage and feed mechan-
isms are therefore often dispensed with, the trucks
depositing their loads directly on the grizzly feeding the
primary crusher.

The operating cycle of an underground mine is com-
plex. Drilling and blasting are often performed in one or
two shifts; the blasted ore is hoisted to the surface during
the next couple of shifts. The ore is transported through
the passes via chutes and tramways and is loaded into
skips, holding as much as 30 t of blasted ore, to be hoisted
to the surface. Large boulders are often broken up
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underground by primary rock breakers in order to facili-
tate loading and handling at this stage. The ore, on arrival
at the surface, having undergone some initial crushing, is
easier to handle than that from an open pit mine. The stor-
age and feeding is usually easier, and indeed essential,
due to the intermittent arrival of skips at the surface.

2.2 THE REMOVAL OF HARMFUL
MATERIALS

Ore entering the mill from the mine (run-of-mine ore)
normally contains a small proportion of material which is
potentially harmful to the mill equipment and processes.
For instance, large pieces of iron and steel broken off
from mine machinery can jam in the crushers. Wood is a
major problem in many mills as it is ground into a fine
pulp and causes choking or blocking of screens, flotation
cell ports, etc. Wood pulp may also consume flotation
reagents by absorption, which reduces mineral floatabil-
ity. Clays and slimes adhering to the ore are also harmful
as they hinder screening, filtration, and thickening, and
again may consume flotation reagents.

All these tramp materials must be removed as far as
possible at an early stage in treatment. Removal by hand
(hand sorting) from conveyor belts has declined with the
development of mechanized methods of dealing with
large tonnages, but it is still used when plentiful cheap
labor is available.

Skips, ore bins, and mill equipment can be protected
from large pieces of “tramp” iron and steel, such as rock-
bolts and wire meshes, by electromagnets suspended over
conveyor belts (guard magnets) (Figure 2.1). The magnets
are generally installed downstream of the primary crusher
to protect skips and ore bins. These powerful electromag-
nets can pick up large pieces of iron and steel travelling
over the belt. They may operate continuously (as shown)
or be stationary and, at intervals, are swung away from
the belt and unloaded when the magnetic field is
removed. Guard magnets, however, cannot be used to
remove tramp iron from magnetic ores, such as those
containing magnetite, nor will they remove nonferrous
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FIGURE 2.1

Conveyor guard magnet (see also Chapter 13).

metals or nonmagnetic steels from the belt. Metal detec-
tors, which measure the electrical conductivity of the
material being conveyed, can be fitted over or around
conveyor belts. The electrical conductivity of ores is
much lower than that of metals, and fluctuations in elec-
trical conductivity in the conveyed material can be
detected by measuring the change that tramp metal causes
in a given electromagnetic field. When a metal object
triggers an alarm, the belt automatically stops and the
object can be removed. With nonmagnetic ores it is
advantageous to precede the metal detector with a guard
magnet, which will remove the ferromagnetic tramp
metals and thus minimize belt stoppages.

Large pieces of wood that have been flattened by
passage through a primary crusher can be removed by pass-
ing the ore feed over a vibrating scalping screen. Here, the
apertures of the screen are slightly larger than the maximum
size of particle in the crusher discharge, allowing the ore to
fall through the apertures and the flattened wood particles to
ride over the screen and be collected separately. (On cold
nights the collected wood might find a use.)

Wood can be further removed from the pulp discharge
from the grinding mills by passing the pulp through a fine
screen. Again, while the ore particles pass through the
apertures, the wood collects on top of the screen and can
be periodically removed.

Washing of run-of-mine ore can be carried out to facili-
tate sorting (Chapter 14) by removing obscuring dirt from
the surfaces of the ore particles. However, washing to
remove very fine material, or slimes, of little or no value is
more important.

Washing is normally performed after primary crushing
as the ore is then of a suitable size to be passed over
washing screens. It should always precede secondary

Primary crushed ore

Water

[ Dewatering screen >

N

Thickener

Washing plant slimes Washing plant sands

FIGURE 2.2 Typical washing plant flowsheet.

crushing as slimes severely interfere with this stage. The
ore is passed through high-pressure jets of water on
mechanically vibrated screens. The screen undersize prod-
uct is usually directed to the grinding mills and thus the
screen apertures are usually of similar size to the particles
in the feed to the grinding mills.

Ore washing is sometimes assisted by adding scrub-
bers in the circuit. Scrubbers are designed to clean
crushed ore, sand, and gravel, but they can also upgrade
an ore by removing soft rock by attrition. Scrubbers are
self-aligning, steel trunnions supported on flanged railroad
type bearings, and driven by a saddle drive chain.

In the circuit shown in Figure 2.2, material passing over
the screen, that is, washed ore, is transported to the second-
ary crushers. Material passing through the screens is classi-
fied into coarse and fine fractions by a mechanical classifier
or hydrocyclone (Chapter 9), or both. It may be beneficial
to classify initially in a mechanical classifier as this is more
able to smooth out fluctuations in flow than is the hydrocy-
clone and it is better suited to handling coarse material.

The coarse product from the classifier, designated
“washing plant sands,” is either routed direct to the grind-
ing mills or is dewatered over vibrating screens before
being sent to mill storage. A considerable load, therefore,
is taken off the dry crushing section.

The fine product from classification, that is, the
“slimes,” may be partially dewatered in shallow large diam-
eter settling tanks known as thickeners (Chapter 15), and
the thickened pulp is either pumped to tailings disposal or,
if containing values, pumped direct to the concentration
process, thus removing load from the grinding section. In
Figure 2.2, the thickener overflows are used to feed the
high-pressure washing sprays on the screens. Water conser-
vation in this manner is practiced in most mills.

Wood pulp may again be a problem in the above circuit,
as it will tend to float in the thickener, and will choke the
water spray nozzles unless it is removed by retention on a
fine screen.



2.3 ORE TRANSPORTATION

In a mineral processing plant, operating at the rate of
400,000 t d™ ", this is equivalent to about 28 t of solid per
minute, requiring up to 75 m® min~' of water. It is there-
fore important to operate with the minimum upward or
horizontal movement and with the maximum practicable
pulp density in all of those stages subsequent to the addi-
tion of water to the system. The basic philosophy requires
maximum use of gravity and continuous movement over
the shortest possible distances between processing units.

Dry ore can be moved through chutes, provided they
are of sufficient slope to allow easy sliding and sharp
turns are avoided. Clean solids slide easily on a 15—25°
steel-faced slope, but for most ores, a 45—55° working
slope is used. The ore may be difficult to control if the
slope is too steep.

The belt conveyor system is the most effective and
widely used method of handling loose bulk materials in
mining and mineral processing industries. In a belt conveyor
system, the belt is a flexible and flat loop, mounted over
two pulleys, one of which is connected to a drive to provide
motion in one direction. The belt is tensioned sufficiently to
ensure good grip with the drive pulley, and is supported by
a structural frame, with idlers or slider bed in between the
pulleys. Belts today have capacities up to 40,000th "
(Alspaugh, 2008) and single flight lengths exceeding
15,000 m, with feasible speeds of up to 10 m s~ !

The standard rubber conveyor belt has a foundation,
termed a carcass, of sufficient strength to withstand the
belt tension, impact, and strains due to loading. This foun-
dation can be single-ply or multi-ply (Figure 2.3) and is
made of cotton, nylon, leather, plastic, steel fabric, or
steel cord. The foundation is bound together with a rubber
matrix and completely covered with a layer of vulcanized
rubber. The type of vulcanized rubber cover may vary
depending upon the ore properties and operational condi-
tions (e.g., abrasiveness of ore, powder or lump material,
temperature) (Ray, 2008).

The carrying capacity of the belt is increased by pass-
ing it over troughing idlers. These are support rollers set
normal to the travel of the belt and inclined upward from
the center so as to raise the edges and give it a trough-
like profile. There may be three or five in a set and they
will be rubber-coated under a loading point, so as to
reduce the wear and damage from impact. Spacing along
the belt is at the maximum interval that avoids excessive
sag. The return belt is supported by horizontal straight
idlers that overlap the belt by a few inches at each side.
The idler dimensions and troughing angle are laid down
in BIS in IS 8598:1987(2). The diameters of carrying and
return idlers range from ca. 63 to 219 mm. Idler length
may vary from 100 to 2,200 mm. Controlling factors for
idler selection may include unit weight, lump size, and
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FIGURE 2.3 Construction of a multi-ply belt (in cross section).

belt speed. The length of an idler is proportional to its
diameter. The troughing idler sets are installed with a
troughing angle ranging 15—50°. Idler spacing on the
loaded side is a function of unit weight of material and
belt width (Ray, 2008).

To control belt wandering (lateral movement), either
training idlers are installed normal to the direction of the
belt motion or wing idlers are installed at a forward
angle. Sensors and electronic devices are also used to
detect wandering and keep the belt on track (Anon.,
2014).

The pulleys of belt conveyors are manufactured from
rolled steel plates or from cast iron. The pulley drum is
keyed to the steel shaft and the finished dimensions are
machined. Generally, crowning is done to the pulley face
to decrease belt wandering at the pulley. The length of
the pulley is 100—200 mm more than the belt width (Ray,
2008). Inducing motion without slipping requires good
contact between the belt and the drive pulley. This may
not be possible with a single 180° turn over a pulley
(wrap angle, «), and some form of “snubbed pulley” drive
(Figure 2.4(a)) or “tandem” drive arrangement (Figure 2.4
(b) and (c)) may be more effective. The friction can also
be provided by embedded grooves or covering the pulleys
with rubber, polyurethane, or ceramic layer of thickness
6—12 mm. The layer can also be engraved with patterned
grooves for increased friction and better drainage when
dealing with wet material (Ray, 2008).

The belt system must incorporate some form of ten-
sioning device, also known as belt take-up load, to adjust
the belt for stretch and shrinkage and thus prevent undue
sag between idlers, and slip at the drive pulley. The take-
up device also removes sag from the belt by developing
tensile stress in the belt. In most mills, gravity-operated
arrangements are used, which adjust the tension continu-
ously (Figure 2.5). A screw type take-up loading system
can be used instead of gravity for tensioning the con-
veyor (Ray, 2008). Hydraulics have also been used exten-
sively, and when more refined belt-tension control is
required, especially in starting and stopping long con-
veyors, load-cell-controlled electrical tensioning devices
are used.

Advances in control technology have enhanced the
reliability of belt systems by making possible a high
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FIGURE 2.5 Conveyor-belt tensioning systems.

degree of fail-safe automation. A series of belts should
incorporate an interlock system such that failure of any
particular belt will automatically stop preceding belts.
Interlock with devices being fed by the belt is important
for the same reasons. It should not be possible to shut

- — —
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Tail pulley
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down any machine in the system without arresting the
feed to the machine at the same time and, similarly, motor
failure should lead to the automatic tripping (stopping) of
all preceding belts and machines. Similarly, the belt start
up sequence of conveyor systems is fixed such that the
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FIGURE 2.6 Belt-loading system.

last conveyor should start first followed by the second to
last and so on. Sophisticated electrical, pneumatic, and
hydraulic circuits have been widely employed to replace
all but a few manual operations.

Several methods can be used to minimize loading
shock on the belt. A typical arrangement is shown in
Figure 2.6 where the fines are screened onto the belt first
and provide a cushion for the larger pieces of rock. The
impact loading on a belt can also be reduced by increas-
ing the number of idlers at the loading points; such idlers
are called impact idlers.

Feed chutes must be designed to deliver the bulk of
the material to the center of the belt at a velocity close to
that of the belt. Side boards or skirt plates with a length
of 2—3 m are installed to guide the material on the belt
and help reduce dust. Ideally the speed of material being
placed should be equal to the belt speed, but in practice
this condition is seldom achieved, particularly with wet
sand or sticky materials. Where conditions will allow, the
angle of the chute should be as great as possible, thereby
providing sufficient velocity to the material in order to
match the belt speed. The chute angle with the belt is
adjusted until the correct speed of flow is obtained.
Higher chute angles may produce impact loading on the
belt. Material, particularly when heavy or lumpy, should
never be allowed to strike the belt vertically. Baffles in
transfer chutes, to guide material flow, are now often
remotely controlled by hydraulic cylinders. Feed chutes
are sometimes installed with hydraulically operated regu-
lator gates for better control.

The conveyor may discharge at the head pulley, or the
load may be removed before the head pulley is reached.
The most satisfactory device for achieving this is a trip-
per. This is an arrangement of pulleys in a frame by
which the belt is raised and doubled back so as to give it
a localized discharge point. The frame is usually mounted

Bucket (on way down)

FIGURE 2.7 Gravity bucket elevator: (a) rear view without buckets,
and (b) return (empty) buckets.

on wheels, running on tracks, so that the load can be
delivered at several points, over a long bin or into several
bins. The discharge chute on the tripper can deliver to
one or both sides of the belt. The tripper may be moved
manually, by head and tail ropes from a reversible hoist-
ing drum, or by a motor. It may be automatic, moving
backward and forward under power from the belt drive.
A plough can also be used to discharge the material. A
plough is a v-shaped, rubber tipped blade extending along
the width of the conveyor at an angle of 60°. A troughed
conveyor is made flat by passing over a slider, at such a
discharge point. Cameras allow the level of bin filling to
be monitored.

Shuttle belts are reversible self-contained conveyor
units mounted on carriages, which permit them to be
moved lengthwise to discharge to either side of the feed
point. The range of distribution is approximately twice
the length of the conveyor. They are often preferred to
trippers for permanent storage systems because they
require less head room and, being without reverse bends,
are much easier on the belt.

Belt conveyors can operate at a maximum angle of
10—18° depending on the material being conveyed.
Beyond the range of recommended angle of incline, the
material may slide down the belt, or it may topple
on itself. Where space limitation does not permit the
installation of a regular belt conveyor, steep angle con-
veying can be installed which includes gravity bucket
elevators (Figure 2.7), molded cleat belts, fin type belts,
pocket belts, totally enclosed belts, and sandwich belts.
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FIGURE 2.9 Sandwich conveyor: (a) side view, and (b) sectional view.

All these methods give only low handling rates with
both horizontal conveying and elevating of the material.
The gravity bucket elevators consist of a continuous line
of buckets attached by pins to two endless roller chains
running on tracks and driven by sprockets. The buckets
are pivoted so that they always remain in an upright
position and are dumped by means of a ramp placed to
engage a shoe on the bucket, thus turning it into the
dumping position.

Pipe conveyors were developed in Japan and are now
being marketed throughout the world. This belt conveyor,
after being loaded, is transformed into a pipe by arranging
idlers. Five or six idlers are used to achieve the belt wrap-
ping. The conveyor is unwrapped at the discharge point
using idler arrangement and the belt is then passed over
the head pulley in the conventional manner (Figure 2.8).
The pipe conveyors are clean and environment friendly,
especially when it comes to transporting hazardous mate-
rial. This conveyor is compact and does not require
a hood. It can efficiently negotiate horizontal curves with
a short turning radius (McGuire, 2009).

Sandwich conveyor systems can be used to transport
solids at steep inclines from 30° to 90°. The material

(b)

being transported is “sandwiched” between two belts that
hold the material in position and prevent it from sliding,
rolling back or leaking back down the conveyor even
after the conveyor has stopped or tripped. As pressure is
applied to material to hold it in place, it is important that
the material has a reasonable internal friction angle.
Pressure is applied through roller arrangements, special
lead-filled belts, belt weights, and tension in the belt
(Figure 2.9). The advantage of sandwich belt conveyors
is that they can transport material at steep angles at
similar speeds to conventional belt conveyors (Walker,
2012). These belts can achieve high capacity and high
lift. They can also accommodate large lumps. Belt clea-
ners can be used for cleaning the belts. The disadvan-
tages include extra mechanical components and
maintenance. These belts cannot elevate fine materials
effectively (Anon., 2014).

Screw conveyors, also termed auger conveyors, are
another means of transporting dry or damp particles. The
material is pushed along a trough by the rotation of a
helix, which is mounted on a central shaft. The action of
the screw conveyor allows for virtually any degree of
mixing of different materials and allows for the
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FIGURE 2.10 Conveyor belt cleaner.

transportation of material on any incline from the horizon-
tal to vertical. The screw conveyors are also capable of
moving nonfree flowing and semi-solid materials (slur-
ries) as well (Bolat and Bogoclu, 2012; Patel et al., 2013).
The main limitation of screw conveyors is the feed parti-
cle size and capacity, which has a maximum of ca.
300m>h ! (Perry and Green, 1997).

Belt cleaners and washing systems are installed when
handling sticky material (Figure 2.10). A fraction of the
sticky material clings to the belt conveyor surface, which
must be removed. Residual sticky material on the belt if
not removed is carried back by the belt on the return side
and may fall off at different points along the belt causing
maintenance and housekeeping problems. The carry-back
material also causes excessive wear, build up on return
idlers, and misalignment and damage to the belt due to
the accumulation of material. Belt cleaners and washing
systems are generally installed near the discharge point
(Anon., 2014).

Hydraulic transport of the ore stream normally takes
over from dry transportation when ore is mixed with
water, which is the grinding stage in most mills. Pulp
may be made to flow through open launders by gravity in
some cases. Launders, also termed flumes, are gently
sloping troughs of rectangular, triangular, or semicircular
section, in which the solid is carried in suspension, or by
sliding or rolling. In mills, only fine sized ores (—5 mm)
are transported. The slope must increase with particle
size, with the solid content of the suspension, and with
specific gravity of the solid. The effect of depth of water
is complex: if the particles are carried in suspension,
a deep launder is advantageous because the rate of solid
transport is increased. If the particles are carried by
rolling, a deep flow may be disadvantageous.

In plants of any size, the pulp is moved through piping
via centrifugal pumps. Pipelines should be as straight as
possible to prevent abrasion at bends. Abrasion can be
reduced by using liners inside the pipelines. The use of
oversize pipe is to be avoided whenever slow motion
might allow the solids to settle and hence choke the pipe.
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The factors involved in pipeline design and installation
are complex and include the solid—liquid ratio, the aver-
age pulp density, the density of the solid constituents, the
size analysis and particle shape, and the fluid viscosity
(Loretto and Laker, 1980).

Centrifugal pumps are cheap in capital cost and main-
tenance and occupy little space (Wilson, 1981; Pearse,
1985). Single-stage pumps are normally used, lifting up to
30 m and in extreme cases 100 m. The merits of centrifu-
gal pumps include no drive seals, very little friction is
produced in the pump, and almost no heat is transferred
from the motor. Also, the centrifugal pump is not prone
to breakage due to the coupling arrangement of the pump
and motor (Wilson et al., 2006; Giilich, 2010). Their main
disadvantage is the high velocity produced within the
impeller chamber, which may result in serious wear of the
impeller and chamber itself, especially when coarse sand
is being pumped.

2.4 ORE STORAGE

The necessity for storage arises from the fact that differ-
ent parts of the operation of mining and milling are per-
formed at different rates, some being intermittent and
others continuous, some being subject to frequent inter-
ruption for repair and others being essentially batch pro-
cesses. Thus, unless reservoirs for material are provided
between the different steps, the whole operation is ren-
dered spasmodic and, consequently, uneconomical. Ore
storage is a continuous operation that runs 24 h a day and
7 days a week. The type and location of the material stor-
age depends primarily on the feeding system. The ore
storage facility is also used for blending different ore
grades from various sources.

The amount of storage necessary depends on the
equipment of the plant as a whole, its method of opera-
tion, and the frequency and duration of regular and unex-
pected shutdowns of individual units.

For various reasons, at most mines, ore is hoisted for
only a part of each day. On the other hand, grinding and
concentration circuits are most efficient when running
continuously. Mine operations are more subject to unex-
pected interruption than mill operations, and coarse-
crushing machines are more subject to clogging and
breakage than fine crushers, grinding mills, and concen-
tration equipment. Consequently, both the mine and the
coarse-ore plant should have a greater hourly capacity
than the fine crushing and grinding plants, and storage
reservoirs should be provided between them. Ordinary
mine shutdowns, expected or unexpected, will not gener-
ally exceed a 24h duration, and ordinary coarse-
crushing plant repairs can be made within an equal
period if a good supply of spare parts is kept on hand.
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Therefore, if a 24 h supply of ore that has passed the
coarse-crushing plant is kept in reserve ahead of the mill
proper, the mill can be kept running independent of shut-
downs of less than a 24 h duration in the mine and
coarse-crushing plant. It is wise to provide for a similar
mill shutdown and, in order to do this, the reservoir
between coarse-crushing plant and mill must contain at
all times unfilled space capable of holding a day’s ton-
nage from the mine. This is not economically possible,
however, with many of the modern very large mills;
there is a trend now to design such mills with smaller
storage reservoirs, often supplying less than a two-shift
supply of ore, the philosophy being that storage does not
do anything to the ore, and can, in some cases, has an
adverse effect by allowing the ore to oxidize.
Unstable sulfides must be treated with minimum delay,
the worst case scenario being self-heating with its
attendant production and environmental problems
(Section 2.6). Wet ore cannot be exposed to extreme
cold as it will freeze and become difficult to move.

Storage has the advantage of allowing blending of dif-
ferent ores so as to provide a consistent feed to the mill.
Both tripper and shuttle conveyors can be used to blend
the material into the storage reservoir. If the units shuttle
back and forth along the pile, the materials are layered
and mix when reclaimed. If the units form separate piles
for each quality of ore, a blend can be achieved by com-
bining the flow from selected feeders onto a reclaim
conveyor.

Depending on the nature of the material treated,
storage is accomplished in stockpiles, bins, or tanks.
Stockpiles are often used to store coarse ore of low value
outdoors. In designing stockpiles, it is merely necessary
to know the angle of repose of the ore, the volume
occupied by the broken ore, and the tonnage. The s-
tockpile must be safe and stable with respect to thermal
conductivity, geomechanics, drainage, dust, and any
radiation emission. The shape of a stockpile can be coni-
cal or elongated. The conical shape provides the greatest
capacity per unit area, thus reduces the plant footprint.
Material blending from a stockpile can be achieved with
any shape but the most effective blending can be achieved
with elongated shape.

Although material can be reclaimed from stockpiles
by front-end loaders or by bucket-wheel reclaimers, the
most economical method is by the reclaim tunnel system,
since it requires a minimum of manpower to operate
(Dietiker, 1980). It is especially suited for blending by
feeding from any combination of openings. Conical stock-
piles can be reclaimed by a tunnel running through the
center, with one or more feed openings discharging via
gates, or feeders, onto the reclaim belt. Chain scraper
reclaimers are the alternate device used, especially for the
conical stock pile. The amount of reclaimable material, or
the live storage, is about 20—25% of the total
(Figure 2.11). Elongated stockpiles are reclaimed in a
similar manner, the live storage being 30—35% of the
total (Figure 2.12).

For continuous feeding of crushed ore to the grinding
section, feed bins are used for transfer of the coarse mate-
rial from belts and rail and road trucks. They are made of
wood, concrete, or steel. They must be easy to fill and
must allow a steady fall of the ore through to the
discharge gates with no “hanging up” of material or
opportunity for it to segregate into coarse and fine frac-
tions. The discharge must be adequate and drawn from
several alternative points if the bin is large. Flat-bottom
bins cannot be emptied completely and retain a
substantial tonnage of dead rock. This, however, provides
a cushion to protect the bottom from wear, and such bins
are easy to construct. This type of bin, however, should
not be used with easily oxidized ore, which might age
dangerously and mix with the fresh ore supply. Bins with
sloping bottoms are better in such cases.

Live storage

FIGURE 2.11 Reclamation from conical stock pile.
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FIGURE 2.12 Reclamation from elongated stock pile.



Pulp storage on a large scale is not as easy as dry ore
storage. Conditioning tanks are used for storing suspen-
sions of fine particles to provide time for chemical
reactions to proceed. These tanks must be agitated contin-
uously, not only to provide mixing but also to prevent
settlement and choking up. Surge tanks are placed in the
pulp flow-line when it is necessary to smooth out small
operating variations of feed rate. Their content can be
agitated by stirring, by blowing in air, or by circulation
through a pump.

2.5 FEEDING

Feeders are necessary whenever it is desired to deliver a
uniform stream of dry or moist ore, since such ore will
not flow evenly from a storage reservoir of any kind
through a gate, except when regulated by some type of
mechanism.

Feeding is essentially a conveying operation in which
the distance travelled is short and in which close regula-
tion of the rate of passage is required. Where succeeding
operations are at the same rate, it is unnecessary to inter-
pose feeders. Where, however, principal operations are
interrupted by a storage step, it is necessary to provide a
feeder. Feeders also reduce wear and tear, abrasion, and
segregation. They also help in dust control and reduce
material spillage. Feeder design must consider desired
flow rates, delivery of a stable flow rate, the feeding
direction, and particle size range of feed to be handled
(Roberts, 2001).

A typical feeder consists of a small bin, which may be
an integral part of a large bin, with a gate and a
suitable conveyor. The feeder bin is fed by chutes, deliver-
ing ore under gravity. Feeders of many types have been
designed, notably apron, belt, chain, roller, rotary, revolving
disc, drum, drag scraper, screw, vane, reciprocating plate,
table, and vibrating feeders. Sometimes feeders are not used
and instead feeding is achieved by chutes only. Factors like
type of material to be handled, the storage method, and feed
rate govern the type of feeder (Anon., 2014).

In the primary crushing stage, the ore is normally
crushed as soon as possible after its arrival. Many under-
ground mines have primary crushers underground to
reduce ore size and improve hoisting efficiency. Skips,
trucks, and other handling vehicles are intermittent in
arrival, whereas the crushing section, once started, calls
for steady feed. Surge bins provide a convenient holding
arrangement able to receive all the intermittent loads and
to feed them steadily through gates at controllable rates.
The chain-feeder (Figure 2.13) is sometimes used for
smooth control of bin discharge.

The chain-feeder consists of a curtain of heavy loops
of chain, lying on the ore at the outfall of the bin at
approximately the angle of repose. The rate of feed is
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controlled automatically or manually by the chain
sprocket drive such that when the loops of chain move,
the ore on which they rest begins to slide.

Primary crushers depend for normal operation on the
fact that broken rock contains a certain voidage (space
between particles). If all the feed goes to a jaw crusher
without a preliminary removal of fines, there can be dan-
ger of choking when there has been segregation of coarse
and fine material in the bin. Such fines could pass through
the upper zones of the crusher and drop into the finalizing
zone and fill the voids. Should the bulk arriving at any
level exceed that departing, it is as though an attempt is
being made to compress solid rock. This choking, that is,
packing of the crushing chamber (or “bogging”), is just as
serious as tramp iron in the crusher and likewise can cause
major damage. It is common practice, therefore, to “scalp”
the feed to the crusher, heavy-duty screens known as grizz-
lies normally preceding the crushers and removing fines.

Primary crusher feeds, which scalp and feed in one
operation, have been developed, such as the vibrating
grizzly feeder (Chapter 8). The elliptical bar feeder
(Figure 2.14) consists of elliptical bars of steel which
form the bottom of a receiving hopper and are set with
the long axes of the ellipses in alternate vertical and
horizontal positions. Material is dumped directly onto the
bars, which rotate in the same direction, all at the same
time, so that the spacing remains constant. As one turns
down, the succeeding one turns up, imparting a rocking,
tumbling motion to the load. This works to loosen the
fines, which sift through the load directly on to a con-
veyor belt, while the oversize is moved forward to deliver

FIGURE 2.13

Side view of a chain-feeder.
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FIGURE 2.14 Cross section of elliptical bar feeder.

to the crusher. This type of feeder is probably better
suited to handling high clay or wet materials such as later-
ite, rather than hard, abrasive ores.

The apron feeder (Figure 2.15) is one of the most
widely used feeders for handling coarse ore, especially
jaw crusher feed. The overlapping metal plates or pans
mounted on strands of conveyor chains convey the mate-
rial (Anon., 2014). It is ruggedly constructed, consisting
of a series of high carbon or manganese steel pans, bolted
to strands of heavy-duty chain, which run on steel sprock-
ets. The rate of discharge is controlled by varying the
speed or the height of the ribbon of ore by means of an
adjustable gate. It can handle abrasive, heavy, and lumpy
materials (Anon., 2014).

Apron feeders are often preferred to reciprocating
plate feeders which push forward the ore lying at the
bottom of the bin with strokes at a controllable rate and
amplitude, as they require less driving power and provide
a steadier, more uniform feed.

Belt feeders are essentially short belt conveyors, used
to control the discharge of material from inclined chutes.
The belt is flat and is supported by closely spaced idlers.
They frequently replace apron feeders for fine ore and are
increasingly being used to handle coarse, abrasive, friable
primary crushed ore. Compared with apron feeders, they
require less installation height, cost substantially less, and
can be operated at higher speeds.

2.6 SELF-HEATING OF SULFIDE MINERALS

Self-heating is a problem associated with many materials
that affects how they are handled, stored, and transported
(Quintiere et al., 2012). Self-heating is also referred to as
spontaneous heating and pyrophoric behavior and results

FIGURE 2.15 Apron feeder.

when the rate of heat generation (due to oxidation)
exceeds the rate of heat dissipation. In the minerals indus-
try, environmental effects of self-heating for coals are
well documented, from the production of toxic fumes
(CO, NO,, SO,) and greenhouse gases (CH,, CO,), to the
contamination of runoff water (Kim, 2007; Stracher,
2007). There is also growing concern over self-heating of
sulfides as regulations for shipping tighten (Anon., 2011).

Many base metals occur in nature as mineral sulfides,
a form which has made their extraction, concentration,
and conversion into metals a challenge, but a challenge
that has been successfully met by technologies such as
flotation, leaching, and autogenous smelting. The propen-
sity of sulfur-containing materials to oxidize is largely the
reason for the successful extraction of these metals, as
well as the source of some of the associated problems of
base metal processing. These problems include acid rock
(acid mine) drainage (see Chapter 16), dust explosions,
and self-heating of ores, concentrates, waste rock, tailings,
and mine paste fill.

Heating may occur when the sulfide material is con-
tained or piled in sufficient quantity (i.e., reducing the
heat dissipation rate), with both oxygen (air) and some
moisture present (ca. 3—8% by weight). If conditions are
favorable, and this includes long storage times, presence
of fine particles, high relative humidity, and temperatures
exceeding 30°C, heating can proceed beyond 100°C,
at which point SO, gas begins to evolve and may con-
tinue to drive temperatures well in excess of 400°C
(Rosenblum et al., 2001).

Figure 2.16 shows examples of waste rock (a) and
concentrate (b) that have heated beyond 100°C leading to
evolution of SO,. “Hot muck” underground at the
Sullivan lead—zinc mine in British Columbia, Canada,
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Measured 150°C
and 16 ppm SO,

(b)

FIGURE 2.16 Examples of self-heating of sulfides: (a) steam (and SO,) emanating from sulfide ore waste dump, and (b) high temperature and SO,
emanating from stockpiled copper sulfide concentrate ((a) Courtesy T. Krolak; (b) courtesy F. Rosenblum).

made the cover of the CIM Bulletin magazine (June
1977). That mine first reported issues with self-heating of
ore in 1926 (O’Brien and Banks, 1926), illustrating that
the issues associated with sulfide self-heating have been
around for considerable time. The sinking of the N.Y.K.
Line’s SS Bokuyo Maru in 1939 was attributed to sponta-
neous combustion of copper concentrate (Kirshenbaum,
1968). The consequences are rarely so dramatic but can
result in significant storage and transportation issues
that may threaten infrastructure and the workplace
environment.

Dealing with materials that have the potential to self-
heat requires an understanding of the material reactivity
and a proactive risk management approach (Rosenblum,
et al., 2001). A variety of single-stage testing methods are
in use for different materials with potential for self-heating
(e.g., coal, wood chips, powdered milk). However, mineral
sulfides require a two-stage assessment: one that mimics
weathering (i.e., oxidation) at near ambient conditions and
where elemental sulfur is created, followed by a higher
temperature stage above 100°C to assess the impact of the
weathering stage and where the elemental sulfur is oxi-
dized to form SO, (Rosenblum et al., 2014).

It is thought that the reactions governing self-heating
are electrochemical as well as thermodynamic in origin
(Payant et al., 2012; Somot and Finch, 2010). Pure sulfide
minerals do not readily self-heat, the exception being
pyrrhotite (Fe,_,S), likely due to its nonstochiometric
excess of sulfur. Payant et al. (2012) have reported that a
difference in the electrochemical rest potential between
minerals in a binary mixture needs to exceed 0.2V in
order for self-heating to proceed. From Table 2.1, this
means the pyrite—galena mix will self-heat, and that
pyrite will accelerate self-heating of pyrrhotite, as
observed experimentally (Payant et al., 2012). (See
Chapter 12 for discussion of electrochemical effects.)

Mitigation strategies used to control the risk of self-
heating include controlling pyrrhotite content to below

TABLE 2.1 Rest Potential Values of Some Sulfide
Minerals

Mineral Formula® Rest Potential (vs. SHE) (V)
Pyrite FeS, 0.66
Chalcopyrite CuFeS; 0.56
Sphalerite ZnS 0.46
Pentlandite (Fe,Ni)gSg 0.35
Pyrrhotite Feq—xS 0.31
Galena PbS 0.28

“Nominal formula, natural samples can vary.
Source: From Payant et al. (2012).

10 %wt, monitoring for hot-spots with infrared thermal
detectors, blending any hot material with cooler material,
“blanketing” with CO, (in ships’ holds, and storage
sheds), drying to below 1 %wt moisture, and sealing with
plastic (e.g., shipping concentrate in tote bags) to elimi-
nate oxygen. The addition of various chemical agents to
act as oxidation inhibitors is reportedly also practiced.
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Chapter 3

Sampling, Control, and Mass Balancing

3.1 INTRODUCTION

This chapter deals with the collection, analysis, and use
of process data. Collection of reliable data is the science
of sampling. The collected samples are analyzed for
some quality, metal content (assay), particle size, etc. and
the data are used for process control and metallurgical
accounting.

Computer control of mineral processing plants
requires continuous measurement of such parameters. The
development of real-time on-line sensors, such as flow-
meters, density gauges, and chemical and particle size
analyzers, has made important contributions to the rapid
developments in this field since the early 1970s, as has
the increasing availability and reliability of cheap
MiCroprocessors.

Metallurgical accounting is an essential requirement
for all mineral processing operations. It is used to deter-
mine the distribution and grade of the values in the
various products of a concentrator in order to assess
the economic efficiency of the plant (Chapter 1). The
same accounting methods are used in plant testing to
make decisions about the operation. To execute metallur-
gical accounting requires mass balancing and data
reconciliation techniques to enhance the integrity of the
data.

3.2 SAMPLING

Sampling the process is often not given the consideration
or level of effort that it deserves: in fact, the experience is
that plants are often designed and built with inadequate
planning for subsequent sampling, this in spite of the
importance of the resulting data on metallurgical account-
ing, process control or plant testing and trials (Holmes,
1991, 2004). A simple example serves to illustrate the
point. A typical porphyry copper concentrator may treat
100,000 tons of feed per day. The composite daily sub-
sample of feed sent for assay will be of the order of 1
gram. This represents 1 part in 100 billion and it needs to
be representative to within better than = 5%. This is no
trivial task. Clearly the sampling protocol needs to pro-
duce samples that are as representative (free of bias, i.e.,
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accurate) and with the required degree of precision (confi-
dence limits) for an acceptable level of cost and effort.
This is not straightforward as the particles to be sampled
are not homogenous, and there are variations over time
(or space) within the sampling stream as well. Sampling
theory has its basis in probability, and a good knowledge
of applied statistics and the sources of sampling error are
required by those assigned the task of establishing and
validating the sampling protocol.

3.2.1 Sampling Basics: What the
Metallurgist Needs to Know

In order to understand the sources of error that may occur
when sampling the process, reference will be made to
probability theory and classical statistics—the Central
Limit Theorem (CLT)—which form the basis for modern
sampling theory. Additionally important to understanding
the source of sampling error is the additive nature of
variance, that is, that the total variance of a system of
independent components is the sum of the individual var-
iances of the components of that system. In other words,
errors (standard deviation of measurements) do not cancel
out; they are cumulative in terms of their variance.
In general sampling terms this may be expressed as
(Merks, 1985):

2 - 2 2 2 2
Ooverall — Jcomposition + O distribution + Upreparation + Uanalysis
(3.1)
2 2 2 2
where ocomposilion’ O distribution> Jpreparation’ and Uanalysis are the

respective variances associated with error due to: i) het-
erogeneity among individual particles in the immediate
vicinity of the sampling instrument, ii) variation in space
(large volume being sampled) or over the time period
being sampled, iii) the stages of preparation of a
suitable sub-sample for analysis, and iv) the elemental or
sizing analysis of the final sub-sample itself. This repre-
sentation is convenient for most purposes, but total error
may be subdivided even further, as addressed by Gy
(1982), Pitard (1993), and Minnitt et al. (2007) with up to
ten sources of individual sampling error identified. For
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the purposes of the discussion here, however, we will use
the four sources identified above.

Some appropriate terminology aids in the discussion.
The sampling unit is the entire population of particles
being sampled in a given volume or over time; the sam-
pling increment is that individual sample being taken at a
point in time or space; a sample is made up of multiple
sampling increments or can also be a generic term for any
subset of the overall sampling unit; a sub-sample refers to
a sample that has been divided into a smaller subset usu-
ally to facilitate processing at the next stage. It is impor-
tant to recognize that the true value or mean of the
sampling unit (i.e., entire population of particles) can
never be known, there will always be some error associ-
ated with the samples obtained to estimate the true mean.
This is because, as noted, the individual sampled particles
are not homogeneous, that is, they vary in composition.
This notion of a minimum variance that is always present
is referred to as the fundamental sampling error. Good
sampling protocol will be designed to minimize the over-
all sampling variance as defined in Eq. (3.1), in a sense,
to get as close as practical to the fundamental sampling
error which itself cannot be eliminated.

One of the pioneers of sampling theory was Visman
(1972) who contributed a more useful version of
Eq. (3.1):

2 2 2
g g g
o;=—+-“4+o+ —l“ (3.2)
m;n n

2 2 2 2
5 00, 04y O

where o 0> Og = variance: total, composition,
distribution, preparation, and analysis; m; = mass of sam-
ple increment; n = number of sampling increments; and
! = number of assays per sample.

It is evident from Eq. (3.2) that the error associated
with composition can be reduced by increasing both the
mass and the number of sampling increments, that the
error associated with distribution can be reduced by
increasing the number of increments but not their mass;
and that assay error can be reduced by increasing the
number of assays per sample. We will now proceed to
discuss each of the components of the overall sampling
variance in more detail.

Composition Variance

Also known as composition heterogeneity, it is dependent
on factors that relate to the individual particles collected
in an increment, such as particle top size, size distribu-
tion, shape, density and proportion of mineral of interest,
degree of liberation, and sample size, and is largely the
basis for Pierre Gy’s well-known fundamental equations
and Theory of Sampling (Gy, 1967, 1982). Gy’s equation
for establishing the fundamental sampling error will be
detailed later in this section. To illustrate the importance
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FIGURE 3.1 Composition variance as a function of mineral proportion
p in a two component system (Eq. (3.3)).

of relative mineral proportions in composition variance,
consider a particle comprised of two components, p and
q. The composition variance can be described as:

2

2
Ucomposition *pq or Ucomposition * p(l - p) (3 3)

Figure 3.1 shows the composition variance as a func-
tion of mineral proportion p over the range 0 to 100%.
Variance is at a maximum when the proportion of p in
particles is at 50% and at a minimum as it approaches
either 0% or 100%. Clearly, composition variance will be
minimized the closer we get to individual mineral particle
liberation. Achieving (at or near) liberation is therefore an
important element of sampling protocols, particularly in
the sub-sampling stages for coarser materials.

This is an important factor that needs to be understood
about the system that is being sampled. The micrographs
in Chapter 1 Figure 1.5 illustrate that various mineralogy
textures will produce very different liberation sizes.

Selecting the appropriate sample size is also key to
minimizing composition variance as noted in Eq. (3.2),
and there are many examples of underestimating and
overestimating precious metal content that can be traced
back to sample sizes that were too small. Based on a
computational simulation, the following two examples
illustrate the problems associated with sample size
(Example 3.1 and 3.2).

A program of sampling plus mineralogical and libera-
tion data are important components of establishing the
appropriate sampling protocol in order to minimize com-
position variance. We will now examine the second main
source of overall sampling error, the distribution variance.

Distribution Variance

Also known as distribution heterogeneity, or segregation,
this occurs on the scale of the sampling unit, be that in



Example 3.1

Determine an appropriate sample size for mill feed (minus
12 mm) having a valuable mineral content of 50% (e.g.,
iron ore).

Solution

From the simulation, sample increment sizes ranging from 10
to 10,000 g were taken 100 times to generate statistical data
that are free from the effect of sampling frequency. Table ex
3.1 and Figure ex 3.1-S illustrate that total error (expressed as
relative standard deviation, o, or coefficient of variation)
reaches a limiting value of about 5% when the sample size is
5 kg or greater. In a sense, this value approaches the funda-
mental sampling error. The pitfall of selecting a sample size

TABLE EX 3.1 Effect of Sample Increment Size on
Sampling Error (expressed as relative standard
deviation)
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that is too small is clearly evident from the table and figure.
Coarser materials require a significantly larger sample size in
order to minimize composition error.

The sampling of materials having low valuable mineral
content (e.g., parts per million) also increases the risk of
large errors if sampling increments are too small. This
becomes even more pronounced if there are large density
differences between valuable mineral and gangue.

Increment Mean Number of Relative
Size® (g) Assay Assays Standard
(%) within Deviation
+2.5% (%)
10 46.7 14 88.55
100 49.7 24 45.6
500 50.35 37 18.38
1,000 50.08 74 14.8
2,500 50.18 86 9.94
3,500 49.82 93 7.09
5,000 50.12 98 5.1
10,000 49.97 99 5.01
@Each of 100 sample increments true mean = 50%
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FIGURE EX 3.1-S A plot of Table ex 3.1 data showing the reduc-
tion in sampling error as sampling increment size is increased.
A 5 kg sample size is indicated as suitable.

Example 3.2

Consider a 500 g test sample contains 25 particles of free
(i.e., liberated) gold. Sub-samples of 15, 30, and 60 g are
repeatedly selected to generate frequency distributions of
the number of gold particles in each of the sub-sample sets.

Solution

Note that, on average, the 15 g sub-sample set should con-
tain 0.75 gold particles; the 30 g set should contain 1.5 gold
particles and the 60 g set, 3 gold particles. The resulting fre-
quency distributions are presented in Table ex 3.2. It is clear
that too small a sub-sample size (15 and 30 g) results in a
skewed frequency distribution and a corresponding high
probability of significantly underestimating or overestimat-
ing the true gold content. The table shows that for a 15¢g

TABLE EX 3.2 Frequency Distribution Data of
Gold Particle Content for 15, 30 and 60 g
Sub-sample Sets

Predicted Number Frequency Distribution (%)

giﬁrﬂiarticles in Incremental Sample Size
60 g 30g 15g

0 5 22.3 47.2

1 14.9 33.5 35.4

2 22.4 25.1 13.3

3 22.4 12.6 3.3

4 16.8 4.7 0.6

5 10.1 1.4 0.1

6 5 0.4

7 2.2 0.1

8 0.8

9 0.3

10 0.1

Data from Merks, Sampling and Statistics, geostats.com website
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sample size there is an almost 50% chance of having zero
gold content (47.2%) and a similarly high probability
(approaching 50%) of significantly overestimating the gold
content. This risk of seriously under- or over-estimating gold
content due to insufficient sample size is sometimes referred
to as the nugget effect. (Example taken from J. Merks,
Sampling and Statistics, website: geostatscam.com).

space (e.g., a stockpile or process vessel) or over time
(e.g., a 24-hour mill feed composite). Clearly there will
be variation in samples taken within the sampling unit
and so a single grab or point sample has virtually zero
probability of being representative of the entire population
of particles. Multiple samples are therefore required.
A well-designed sampling protocol is needed to minimize
distribution error, including sampling bias. Such a proto-
col should be based, as much as is practical, on the ideal
sampling model which states that:

® All strata of the volume to be sampled are included in
the sampling increment; for example, cut the entire
stream or flow of a conveyor or pipe, sample top to
bottom in a railcar or stockpile

e Sample increment collected is proportional to the mass
throughput, that is, weighted average

® Randomized sequence of sampling to avoid any natu-
ral frequency within the sampling unit

® All particles have an equal probability of being
sampled

The ideal sampling model, sometimes referred to as
the equi-probable or probabilistic sampling model, is
often not completely achievable but every attempt within
reason should be made to implement a sampling protocol
that adheres to it as closely as possible. Sampling a con-
veyor belt or a flowing pipe across the full width of the
flow at a discharge point using a sampling device that
does not exclude any particles, at random time intervals
and in proportion to the mass flow, is a preferred protocol
that achieves close to the ideal sampling model. This can
be considered as a linear or one-dimensional model of
sampling. An example of a rwo-dimensional model would
be a railcar containing concentrate where sampling incre-
ments are collected top to bottom by auger or pipe on a
grid system (randomized if possible). An example of a
three-dimensional model would be a large stockpile or
slurry tank where top to bottom sampling increments are
not possible and where significant segregation is likely.
Point sampling on a volumetric grid basis or surface sam-
pling of a pile as it is being constructed or dismantled can
be used in three-dimensional cases, but such a protocol
would deviate significantly from the ideal sampling
model. It is far better to turn these three-dimensional

situations into one-dimensional situations by sampling
when the stockpile or tank volume is being transferred or
pumped to another location.

It is evident that, in order to establish a proper sam-
pling protocol that minimizes composition and distribu-
tion error, information is needed about the total size of,
and segregation present in, the sampling unit, the size dis-
tribution and mineralogy of the particles, approximate
concentrations of the elements/minerals of interest, and
the level of precision (i.e., acceptable error) required from
the sampling.

Preparation Variance and Analysis Variance

Equation (3.1) indicates that variances due to preparation
and analysis also contribute to the overall variance. Merks
(1985) has noted that variance due to preparation and
analysis is typically much smaller than for distribution
and composition. Illustrating the point for 1 kg sample
increments of coal analyzed for ash content, Merks
(1985) shows what are typical proportions of error: com-
position, 54%; distribution, 35%; preparation, 9%; and
analysis, 2%. Minnitt et al. (2007) provide estimates of
50—100%, 10—20%, and 0.1—4% for composition, distri-
bution and preparation/analytical error, respectively, as a
portion of total error similar to Merks.

Estimates of ainalysis have been obtained by perform-
ing multiple assays on a sub-sample, while agreparmon can
be estimated by collecting, preparing and assaying
multiple paired sub-sets of the original sample to yield an
estimate of the combined variance of preparation and
analysis, and then subtracting away the aﬁnalysis compo-
nent previously established. Merks (2010) provides
detailed descriptions of how to determine individual com-
ponents of variance by the method of interleaved
samples.

3.2.2 Gy’s Equation and Its Use to Estimate
the Minimum Sample Size

In his pioneering work in the 1950s and 60s Pierre Gy
(1967, 1982) established an equation for estimating the
fundamental sampling error, which is the only component
of the overall error that can be estimated a priori. All
other components of error need to be established by sam-
pling the given system. Expressed as a variance, oj%, Gy’s
equation for estimating the fundamental error is:

o2 = M=m)

3.4
f Mm; G.4)

where M = the mass of the entire sampling unit or lot (g);
mg=the mass of the sample taken from M (g);
d =nominal size of the particle in the sample, typically
taken as the 95% passing size, dys, for the distribution



(cm); and C = constant for the given mineral assemblage
in M given by:
C=fglm

where fis the shape factor relating volume to the diameter
of the particles, g the particle size distribution factor, / the
liberation factor, and m the mineralogical composition
factor for a 2-component system. The factors in C are
estimated as follows:

f: The value of f=0.5 except for gold ores when
f=0.2.
g: Using 95% and 5% passing sizes to define a size dis-
tribution, the following values for g can be selected:

g =0.25 for dys/ds > 4

g=0.5 for dys/ds =2 —4

g=0.75 for dys/d5s <2

g=1fordys/ds =1
[: Values of [ can be estimated from the table below
for corresponding values of dys/L, where L is the liber-
ation size (cm), or can be calculated from the

expression:
. (L >0.5
dos
dos/L| <1] 1—4| 4—10| 10—40| 40—100| 100—400 | >400
L 1 0.8 | 0.4 0.2 0.1 0.05 0.02

m: The m can be calculated from the expression:

m= l;a[(l —a)r + at]
a

where r and ¢ are the mean densities of the valuable min-
eral and gangue minerals respectively, and a is the frac-
tional average mineral content of the material being
sampled. The value of a could be determined by assaying
a number of samples of the material. Modern electron
microscopes can measure most of these properties
directly. For low grade ores, such as gold, m can be
approximated by mineral density (g cm ™ °)/grade (ppm).
For a more detailed description of Gy’s sampling constant
(0), see Lyman (1986) and Minnitt et al. (2007).

In the limit where M > mg, which is almost always the
case, Eq. (3.4) simplifies to:

O'f—
mg

(3.5)

Note that nm;, the number of sample increments X
increment mass, can be substituted for m,. Note also that
particle size, being cubed, is the more important contribu-
tor to fundamental error than is the sample mass.

Use can be made of Eq. (3.5) to calculate the sample
size (my) required to minimize fundamental error provided
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the level of precision (6%) we are looking for is specified.
The re-arranged relationship then becomes:
3
mg = % (3.6)
o

As noted, total error is comprised of additional com-
ponents (to fundamental sampling error) so a rule of
thumb is to at least double the sample mass indicated
by the Gy relationship. The literature continues to
debate the applicability of Gy’s formula (Francois-
Bongarcon and Gy, 2002a; Geelhoed, 2011), suggesting
that the fundamental sampling error solution may be
overestimated and that the exponent in the liberation
factor (/) relationship should not be 0.5 but a variable
factor between 0 and 3 depending on the material being
sampled. Gold ores would typically have an exponent
of 1.5 (Minnitt et al., 2007). Nevertheless, Gy’s equa-
tion has proven itself a valuable tool in the sampling of
mineral streams and continues to evolve. An example
calculation is used to illustrate the use of Gy’s formula
(Example 3.3).

If instead of the crushing product as in Example 3.3
the sampling takes place from the pulp stream after grind-
ing to the liberation size of the ore, then dos =0.015 cm
and ds=0.005 (assuming classification has given fairly
narrow size distribution) and the various factors become
f=0.5 (unchanged), g=0.5, [=1, and m=117.2
(unchanged) giving a constant C=29.31g cm . The
new calculation for m,=29.31 X 0.015%/0.01%> = 0.989 g.
The advantages of performing the sampling at closer to
the liberation size are clearly evident. This advantage is
not lost on those preparing samples for assaying where
size reduction methods such as grinders and pulverizers
are used prior to splitting samples into smaller fractions
for assay. See Johnson (2010) for an additional example
of the use of Gy’s method.

3.2.3 Sampling Surveys

These are often conducted within the plant or process to
assess metallurgical performance for benchmarking, com-
parison, or other process improvement-related purposes.
The data collected in such sampling campaigns will, typi-
cally, be subjected to mass balancing and data reconcilia-
tion techniques (discussed later in this Chapter) in order
to provide a balanced data set of mass, chemical and min-
eralogical elements. The reconciliation techniques (e.g.,
Bilmat™ software) make small adjustments to the raw
data, based on error estimates provided, to yield values
that are statistically better estimates of the true values. In
spite of such adjustment procedures, it is important that
every effort be made to collect representative data, since
these procedures will not “correct” data poorly collected.
Proper sampling lies at the heart of process measurement
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Example 3.3

Consider a lead ore, assaying ~5% Pb, which must be rou-
tinely sampled on crusher product for assay to a 95% confi-
dence level of =0.1% Pb. Assume the top size of the ore is
2.5 cm and the lower size is estimated as 0.1 cm, and that
the galena is essentially liberated from the quartz gangue at
a particle size of 150 pm.

Solution
o: The required precision, o, in relative terms, is calculated
from:

20(~95% confidence level) = 0.1%/5% = 0.02, or
o =0.01(i.e., 1% error).

f: Since this is not a gold ore the shape factor f is taken
as 0.5.

g: Since dos=2.5cm and ds=0.1cm, the ratio
dos/ds =2.5/0.1 =25 giving the particle size distribution
factor g=0.25, a wide distribution.

m: Assuming a galena s.g. of 7.6 and gangue s.g. of
2.65, and that galena is stoichiometrically PbS (86.6%
Pb), then the ore is composed of 5.8% PbS giving
a=0.058, r=7.6, and t = 2.65, resulting in a mineralog-
ical composition factor m=117.8 g cm >

I: The liberation factor / = (0.015/2.5)%> = 0.0775

The overall constant C becomes=fg/m

=0.5X0.25X0.0775X117.8
=1.135(gcm™3)

Thus the required sample mass becomes
M, = Cd® /o?
=1.135x2.5%/0.012
=177.4(kg)

In practice, therefore, about 350 kg of ore would have to
be sampled in order to give the required degree of confi-
dence, and to allow for other errors associated with distribu-
tion, preparation and assaying. Clearly, further size

reduction of this coarse sample and secondary sampling
would be required prior to assaying.

and to achieve this survey sampling needs to be (as much
as possible):

consistent (reproducible)

coherent (in = out)

unbiased

with redundancy (extra data for the data reconciliation

step)

Extra process measurement and sampling locations
(i.e., more than the minimum) and multiple element, min-
eral or size assays will provide data redundancy and
improve the quality of the reconciled data.

How many “cuts” to include in the sample or sampling
increment, and for how long to conduct the sampling sur-
vey, are important considerations. Use is again made of
the CLT, which states that the variance of the mean of n
measurements is n times smaller than that of a single
measurement. This can be re-stated as;
np
CV2 = CV] — (37)
n
where CV refers to the coefficient of variation (or the rel-
ative standard deviation; i.e., the standard deviation rela-
tive to the mean) and n is the number of sample “cuts”
making up the composite.

Equation (3.7) is plotted in Figure 3.2 as the % reduc-
tion in CV of the mean versus the number of sample cuts
(n) in the composite. It is clear that collecting more than
~ 8 samples does little to improve the precision (CV) of
the composite. However, a minimum of at least 5 is
recommended.

Sampling surveys need to be conducted for a sufficient
length of time to allow all elements within the process
volume (i.e., sampling unit) an equal chance of being
sampled (the equi-probable sampling model). Defining
the mean retention time of the process volume 7 as:

_ Sampling unit volume (V)

3.8
volumertic flowrate (Q) (3-8)
and, dimensionless time @ as:
.
g = 1¢ (3.9)
T

use is then be made of the tanks-in-series model for N
perfectly mixed reactors (covered in Chapter 12) to gen-
erate the exit frequency distribution or residence time

— D © <
o o o <

Reduction in CV (error, %)

0 5 10 15 20 25 30
Number of samples in composite

FIGURE 3.2 The % reduction in CV (rel std dev) of the mean for a
composite sample as the number of sample cuts is increased based on
Eq. (3.7) with n; = 1 (i.e., %Red = 100(1-(1/n,)">).



Concentration in exit stream

FIGURE 3.3 The residence time frequency distribution (RTD) as a
function of N tanks-in-series. Note that by time = 36 all material entering
at 6 = 0 has fully exited the system.

distribution (RTD) for the process. To establish the
value of 6 needed to ensure that all elements have
passed the sampling points (process volume), Figure 3.3
has been constructed showing the RTD for increasing N
tanks in series. The figure indicates that for all values of
N, all elements have exited the process volume by 6 = 3.
Good sampling protocol should therefore conduct sam-
pling at randomized time intervals (i.e., recall the ideal
sampling model) over a period of 3 mean retention
times. A corollary is that following a process change,
subsequent sampling should also wait an equivalent
60 =3 retention times before re-sampling the circuit.
Figure 3.3 does indicate that, with only a small reduc-
tion in probability, a sampling time of § =2 to 2.5 could
be adequate if that improves the logistics of performing
the testwork.

Once a sampling survey has been completed, a check
of the process data historian should be made to ensure
that reasonably steady state conditions have prevailed dur-
ing the sampling period for important process variables
such as volumetric and mass flows, pulp density, chemi-
cal additions and key on-stream analyzer (OSA) measure-
ments. Cao and Rhinehart (1995) provide a useful method
for establishing if steady state process conditions have
been maintained.

Sampling surveys are not all successful as there are
many uncontrolled variables impacting a process, and as
many as 30% to 50% may need to be rejected and rerun.
It is far better to do so before time and resources have
been committed to sample preparation and data analysis
on a poor test run.
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Rules of Thumb

Several guidelines have evolved to aid in sampling pro-
cess streams (Merks, 1985; Francois-Bongarcon and Gy,
2002b) some being:

® The sample size collected should be at least 1000
times the mass of the largest individual particle; this
may encounter a practical limit for material with a
very large top size.

® The slot on the sampler should be at right angles to
the material flow and at least 3x the width of the larg-
est particle (minimum width 10 mm).

® The sampler cross-cutting speed should not exceed
0.6ms " unless the largest particles are <1 mm in
which case the speed can be up to double this. Some
ISO standards permit cutter speeds up to 1.5ms '
provided the opening slot width is significantly greater
than 3x the diameter of the largest particle. Constant
sample cutter speed is critically important, even if
done manually.

e Sampler cutting edges need to be knife edge in design
so that impacting particles are not biased toward either
side.

Installed sampling systems such as those required for
metallurgical accounting, on-stream analysis or bulk
materials handling need to be properly designed in terms
of sample size and sampling frequency. The concepts of
variograms, time-series analysis and statistical measures
such as F ratios and paired t-tests become important tools
when selecting sampling frequency, sample increment
size, and validation of sampling protocols. Further discus-
sion is beyond this introductory text and the reader is
referred to Merks (1985, 2002, 2010), Pitard (1993),
Holmes (1991, 2004) and Gy (1982). In addition to the
primary sampling device, a sampling system will often
require a secondary and even a fertiary level of sub-
sampling in order to deliver a suitably sized stream for
preparation and analysis.

Proper sampling protocols go beyond simply good
practice. There are international standards in place for the
sampling of bulk materials such as coal, iron ore, precious
metals and metalliferous concentrates, established by the
International Standards Organization (ISO, website iso.
com) and others (AS (Australia), ASTM international,
and JIS (Japan)). Other regulations have also been put in
place for the sampling and reporting of mineral deposits
by various national industry organizations to safeguard
against fraud and to protect investors.

3.2.4 Sampling Equipment

Recalling the ideal sampling model previously introduced,
the concept that every particle or fluid element should
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have an equi-probable chance of being sampled requires
that sampling equipment design adheres to the same prin-
ciple. Those that do are referred to as equi-probable or
probabilistic samplers, and those that do not, and hence
will introduce bias and increased variance to the measure-
ment data, are deemed as non-probabilistic. There are
situations where non-probabilistic samplers are chosen for
convenience or cost considerations, or on “less-important”
streams within the plant. Such cases need to be recog-
nized and the limitations carefully assessed. Critical sam-
ple streams such as process and plant feeds, final
concentrates and tailings that are used for accounting pur-
poses should always use probabilistic samplers.

Probabilistic Samplers

Figure 3.4 illustrates some of the critical design features
of probabilistic samplers: cutting the full process steam at
right angles to the flow Figure 3.4(a), and the knife-edged
design cutter blades Figure 3.4(b).

Linear samplers are the most common and preferred
devices for intermittent sampling of solids and pulp
streams at discharge points such as conveyor head pulleys
and ends of pipe. Examples are shown in Figure 3.5 and
3.6. Installations can be substantial in terms of infrastruc-
ture for large process streams if enclosures and sample
handling systems are required. Such primary samplers
often feed secondary and even tertiary devices to reduce
the mass of sample collected. In cases where small flows
are involved (e.g., secondary sampling), Vezin style
rotary samplers such as the one shown in Figure 3.7 are
often used. The Vezin design has a cutter cross sectional

area that describes the sector of a circle (typically 1.5% to
5%) to ensure that probabilistic sampling is maintained.
Vezin samplers can have multiple cutter heads mounted
on the single rotating shaft. Variations of the rotary Vezin
design, such as the arcual cutter (not shown), which
rotates to and fro in an arc with the same sectorial-cutter
design as the Vezin, also preserve the probabilistic princi-
ples. Spigot samplers (material exits from a rotating
feeder and is sampled by a slot cutter) are sometimes
claimed as being probabilistic in design but have been
shown not to be (Francois-Bongarcon and Gy, 2002a).
The moving inlet sampler (Figure 3.8), often used for sec-
ondary and tertiary sampling in on-stream and particle
size analysis systems, has a flexible process pipe pushed
back and forth by a pneumatic piston above a stationary
cutter, and is claimed (Francois-Bongarcon and Gy,
2002a) to not be fully probabilistic, although this may
depend on design and the ability of the cutter to fully
meet the flow at a right angle.

Non-Probabilistic Samplers

Non-probabilistic designs have found use in less critical
applications where some amount of measurement bias is
deemed acceptable. This includes, as examples, on-stream
analyzer (OSA) and particle size analyzer (PSA) installa-
tions and belt sampling of solids for moisture content.
They violate the ideal sampling model in that they do not
cut the entire stream, so not every particle or fluid ele-
ment has an equal chance of being sampled. Strong pro-
ponents of proper sampling practice such as Francois-
Bongarcon and Gy (2002a) deem that any sampling

(b)

FIGURE 3.4 Features of probabilistic samplers: (a) Cutting the full process stream at right angles (linear sampler), and (b) Replaceable, non-
adjustable knife-edge cutter blades (Vezin sampler) (Courtesy Heath and Sherwood).
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(a) (b)

FIGURE 3.5 Example of linear sampler for solids: (a) Conveyor transfer/discharge point, and (b) Vertically discharging slurry pipe (Courtesy Heath
and Sherwood).

FIGURE 3.6 Example of a linear sampler for a horizontally dischar- ~ FIGURE 3.7 Example of a two-cutter Vezin sampler showing the sec-
ging slurry pipe (Courtesy Heath and Sherwood). tor design of the cutters (Courtesy Heath and Sherwood).
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device that violates the ideal sampling model is unaccept-
able; however, such devices still find favor in certain
applications, particularly those involving fine particle
sizes such as concentrates and tailings.

An example of a gravity sampler for slurry flow in
horizontal lines, often used for concentrates feeding OSA
systems, is shown in Figure 3.9. The internal cutters (sin-
gle or multiple) are typically located downstream from a
flume arrangement that promotes turbulent, well-mixed
conditions prior to sampling. The argument is made,

v
(@) (b)

FIGURE 3.8 (a) Example of a moving inlet sampler, and (b) Interior
view of slurry flow and cutter (Courtesy Heath and Sherwood).

however, that any obstacle such as a cutter that changes
the flow streamlines will always create some degree of
non-probabilistic conditions and introduce bias. Another
design often used for control purposes is the pressure pipe
sampler shown in Figure 3.10. In an attempt to reduce
bias, flow turbulence and increased mixing are introduced
using cross-pipe rods prior to sample extraction. The sam-
ple may be extracted either straight through in a vertical
pressure pipe sampler (Figure 3.10a) or from the
Y-section in a horizontal pressure pipe sampler
(Figure 3.10b). The coarser the size distribution the
greater the chance for increased bias with both gravity
and pressure pipe sampler designs.

Poppet samplers (not shown) use a pneumatically
inserted sampling pipe to extract the sample from the cen-
ter of the flow. This is a sampler design that deviates sig-
nificantly from probabilistic sampling and should
therefore be used for liquids and not slurry, if at all.

A cross-belt sampler (Figure 3.11) is designed to
mimic stationary reference sampling of a conveyor belt, a
probabilistic and very useful technique for bias testing
and plant surveys. This belt sampling, however, is diffi-
cult to achieve with an automated sampler swinging
across a moving conveyor, particularly if the material has
fractions of very coarse or very fine material. Small parti-
cles may remain on the belt underneath the cutter sides,
while coarse lumps may be pushed aside preferentially.
These samplers find use on leach pad feed, mill feeds and
final product streams (Frangois-Bongarcon and Gy,
2002a; Lyman, et al., 2010). For assay purposes it is pos-
sible to analyze the material directly on the belt, thus
avoiding some of the physical aspects of sampling to feed

FIGURE 3.9 Example of gravity slot sampler. Photo shows the primary gravity sampler feeding a secondary sampler preparing to feed an OSA

(Courtesy Heath and Sherwood,).
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(b).

FIGURE 3.10 Example of pressure pipe sampler: (a) Sample extraction from straight pipe section on a vertical pressure pipe sampler, and
(b) Sample extraction from Y-section on a horizontal pressure pipe sampler (Note the internal rods to promote increased mixing prior to sampling)

(Courtesy Heath and Sherwood).

FIGURE 3.11

an OSA system (e.g., Geoscan-M, Elemental analyzer,
Scantech) (see Section 3.3).

Sampling systems for pulp and solids will typically
require primary, secondary and possibly tertiary sampling
stages. Figure 3.12 and Figure 3.13 show examples of
such sampling systems. Once installed, testing should be
conducted to validate that the system is bias-free.

Manual or automatic (e.g., using small pumps) in-pulp
sampling is a non-probabilistic process and should not be
used for metallurgical accounting purposes, but is some-
times necessary for plant surveys and pulp density sam-
pling. An example of a manual in-pulp device is shown in
Figure 3.14 and is available in various lengths to

Example of a cross belt sampler. Photo is from an iron ore installation (Courtesy Heath and Sherwood).

accommodate vessel size. One option for reducing ran-
dom error associated with grab sampling using these sam-
plers is to increase the number of “cuts”, however this
does not eliminate the inherent bias of non-probabilistic
samplers. An example of a stop-belt manual reference
sampler is shown in Figure 3.15. These provide probabi-
listic samples when used carefully and are very useful for
bias testing of automatic samplers and for plant surveys.
Traditional methods for manually extracting a sample
increment, such as grab sampling, use of a riffle box, and
coning, are inherently non-probabilistic and should be
avoided. The caveat being that they may be acceptable if
the method is used to treat the entire lot of material,
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Primary sampler

Cutter travel

Process
conveyor belt

Belt feeder/Hopper

PSA
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Pressure flow
by pressure

control set
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FIGURE 3.13 On-stream analysis pulp sampling system (primary and
secondary sampling) (Courtesy Outotec).

dividing it into two equal sub-lots each time, and repeat-
ing the process the required number of times to obtain the
final mass needed for analysis. Riffling is inherently
biased if the two outside slots lead to the same sub-

Section throuah cutter

-----

Primary
sampler

~ _

Cutter perpendicular
to process flow

Head chute adapter

Rejects from secondary
sampler to head chute

L~

Process conveyor belt

FIGURE 3.14 Example of a manual in-pulp sampler. The handles open
the top and bottom valves independently to allow for entry and discharge
of the sample (Courtesy Heath and Sherwood).

sample side, or the device feeding the riffle is not exactly
the same width as the combined width of all slots or the
feeding is slow and uneven. Care must be taken with
these methods to avoid segregation leading to bias. The
recommended method for dividing samples is to use a
rotary table riffle or splitter, as shown in Figure 3.16. The
close proximity and radial design of the containers, and
constant speed of the table and feeder, ensure that equi-
probable splitting is achieved.



FIGURE 3.15 Images of a stop-belt reference
J. S. Afr. Inst. Min. Metall, copyright SAIMM).

FIGURE 3.16 Rotary table splitter (Courtesy TM Engineering Ltd.).

3.3 ON-LINE ANALYSIS

On-line analysis enables a change of quality to be
detected and corrected rapidly and continuously, obviat-
ing the delays involved in off-line laboratory testing.
This method also frees skilled staff for more productive
work than testing of routine samples. The field has been
comprehensively reviewed elsewhere (Kawatra and
Cooper, 1986; Braden et al., 2002; Shean and Cilliers,
2011).
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FIGURE 3.17 Principle of on-line chemical analysis.

3.3.1 On-line Element Analysis

Basically, on-line element analysis consists of a source of
radiation that is absorbed by the sample and causes it to
give off fluorescent response radiation characteristic of
each element. This enters a detector that generates a quan-
titative output signal as a result of measuring the charac-
teristic radiation of one element from the sample.
Through calibration, the detector output signal is used to
obtain an assay value that can be used for process control
(Figure 3.17).

On-stream Analysis

The benefits of continuous analysis of process streams in
mineral processing plants led to the development in the
early 1960s of devices for X-ray fluorescence (XRF) anal-
ysis of flowing slurry streams. The technique exploits the
emission of characteristic “secondary” (or fluorescent)
X-rays generated when an element is excited by high
energy X-rays or gamma rays. From a calibration the
intensity of the emission gives element content.
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Two methods of on-line X-ray fluorescence analysis
are centralized X-ray (on-stream) and in-stream probe
systems. Centralized on-stream analysis employs a sin-
gle high-energy excitation source for analysis of several
slurry samples delivered to a central location where the
equipment is installed. In-stream analysis employs sen-
sors installed in, or near, the slurry stream, and sample
excitation is carried out with convenient low-energy
sources, usually radioactive isotopes (Bergeron and
Lee, 1983; Toop et al., 1984). This overcomes the prob-
lem of obtaining and transporting representative sam-
ples of slurry to the analyzer. The excitation sources are
packaged with a detector in a compact device called a
probe.

One of the major problems in on-stream X-ray analy-
sis is ensuring that the samples presented to the radiation
are representative of the bulk, and that the response radia-
tion is obtained from a representative fraction of this sam-
ple. The exciting radiation interacts with the slurry by
first passing through a thin plastic film window and then
penetrating the sample which is in contact with this win-
dow. Response radiation takes the opposite path back to
the detector. Most of the radiation is absorbed in a few
millimeters depth of the sample, so that the layer of slurry
in immediate contact with the window has the greatest
influence on the assays produced. Accuracy and reliability
depend on this very thin layer being representative of the
bulk material. Segregation in the slurry can take place at
the window due to flow patterns resulting from the pres-
ence of the window surface. This can be eliminated by
the use of high turbulence flow cells in the centralized X-
ray analyzer.

Centralized analysis is usually installed in large plants,
requiring continuous monitoring of many different pulp
streams, whereas smaller plants with fewer streams may
incorporate probes on the basis of lower capital investment.

Perhaps the most widely known centralized analyzer is
the one developed by Outotec, the Courier 300 system
(Leskinen et al., 1973). In this system a continuous sam-
ple flow is taken from each process slurry to be analyzed.
The Courier 300 has now been superseded by the Courier
SL series. For example, the Courier 6 SL (Figure 3.13)
can handle up to 24 sample streams, with typical installa-
tions handling 12—18 streams. The primary sampler
directs a part of the process stream to the multiplexer for
secondary sampling. The unit combines high-performance
wavelength and energy dispersive X-ray fluorescence
methods and has an automatic reference measurement for
instrument stability and self-diagnostics. The built-in cali-
bration sampler is used by the operator to take a represen-
tative and repeatable sample from the measured slurry for
comparative laboratory assays.

The measurement sequence is fully programmable.
Critical streams can be measured more frequently and

more measurement time can be used for the low grade
tailings streams. The switching time between samples is
used for internal reference measurements, which are used
for monitoring and automatic drift compensation.

The probe in-stream system uses an isotope as excita-
tion source. These probes can be single element or multi-
element (up to 8, plus % solids). Accuracy is improved
by using a well-stirred tank of slurry (analysis zone).
Combined with solid state cryogenic (liquid N,) detectors,
these probes are competitive in accuracy with traditional
X-ray generator systems and can be multiplexed to ana-
lyze more than one sample stream. Such devices were
pioneered by AMDEL and are now marketed by Thermo
Gamma-Metrics. Figure 3.18 shows the TGM in-stream
“AnStat” system — a dedicated analyzer with sampling
system (Boyd, 2005).

X-ray fluorescence analysis is not effective on light
elements. The Outotec Courier 8 SL uses laser-induced
breakdown spectroscopy (LIBS) to measure both light
and heavy elements. Since light elements are often associ-
ated with gangue this analyzer permits impurity content
to be tracked.

On-belt Analysis

Using a technique known as prompt gamma neutron acti-
vation analysis (PGNAA), the GEOSCAN-M (M for
minerals applications) is an on-belt, non-contact elemental
analysis system for monitoring bulk materials
(Figure 3.19) (units specifically designed for the cement
and coal industries are also available). By early 2015,
over 50 units were operating in minerals applications in
iron ore, manganese, copper, zinc-lead and phosphate
(Arena and McTiernan, 2011; Matthews and du Toit,
2011; Patel, 2014). A Cf-252 source placed under the belt
generates neutrons that pass through the material and
interact with the element nuclei to release gamma ray
emissions characteristic of the elements. Detectors above
the belt produce spectral data, that is, intensity versus
energy level. Input from a belt scale provides tonnage
weighted averaging of results over time and measurement
reporting increments are typically every 2 to 5 minutes.
A moisture (TBM) monitor is incorporated to correct for
moisture content and allow for elemental analysis on a
dry solids basis. Moisture is measured using the micro-
wave transmission technique. A generator below the belt
creates a microwave field and free moisture is measured
by the phase shift and attenuation.

Laser induced breakdown spectroscopy (LIBS) is also
used for on-belt analysis, supplied by Laser Distance
Spectrometry  (LDS, www.laser-distance-spectrometry.
com). In this instrument a laser is directed to the material on
the belt and characteristic emissions are detected and con-
verted to element analysis. An advantage is that the analysis
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FIGURE 3.18 The Thermo Gamma-Metrics AnStat in-stream analysis probe and sampler (Courtesy Thermo Electron Corporation).
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FIGURE 3.19 The GEOSCAN-M and TBM moisture monitor on-belt
analyzers (Courtesy Scantech).

includes light elements (Li, Be, etc.). The MAYA M-2010
has been installed in a variety of mining applications.

3.3.2 On-stream Mineral Phase Analysis

Rather than elemental analysis, there is a case to measure
actual mineral content as it is the minerals that are being
separated. The analysis of phase can be broadly divided
into two types: 1. elemental analysis coupled with miner-
alogical knowledge and mass balancing; and 2. direct
determination using diffraction or spectroscopy. The first
is essentially adapting the techniques described in
Section 3.3.1; the electron beam techniques such as
QEMSCAN and MLA (Chapters 1 and 17) use this
approach and on-line capability may be possible.

Of the second category X-ray diffraction (XRD) is the
common approach and on-line applications are being
explored (Anon., 2011). XRD requires that the minerals
be crystalline and not too small (>100 nm), and quantita-
tive XRD is problematic due to matrix effects.
Spectroscopic techniques include Raman, near infra-red
(NIR), nuclear magnetic resonance, and Mdssbauer. Their
advantage is that the phases do not have to be crystalline.
Both NIR and Raman are available as on-line instruments
(BlueCube systems). Mossbauer spectroscopy (MS) is
particularly useful as a number of mineral phases contain
Fe and Fe MS data can be obtained at room temperature.
Combining XRD and MS can result in simplifying phase
identification (Saensunon et al., 2008). Making such units
on-line will be a challenge, however.

The various technologies being developed to identify
phases in feeds to ore sorters are another source of on-
line measurements. For example, Lessard et al. (2014)
describe a dual-energy X-ray transmission method. X-ray
transmission depends on the atomic density of the element
such that denser elements adsorb more (transmit less).
Thus phases containing high density elements can be dif-
ferentiated from phases containing low density elements
by the magnitude of the transmitted intensity. By using
two (dual) X-ray energies it is possible to compensate for
differences in the volume that is being detected.

3.3.3 On-stream Ash Analysis

The operating principle is based on the concept that when
a material is subjected to irradiation by X-rays, a portion
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FIGURE 3.20 Sensor system of ash monitor.

of this radiation is absorbed, with the remainder being
reflected. The radiation absorbed by elements of low
atomic number (carbon and hydrogen) is lower than that
absorbed by elements of high atomic number (silicon, alu-
minum, iron), which form the ash in coal, so the variation
of absorption coefficient with atomic number can be
directly applied to the ash determination.

A number of analyzers have been designed, and a
typical one is shown in Figure 3.20. A representative
sample of coal is collected and crushed, and fed as a
continuous stream into the presentation unit of the moni-
tor, where it is compressed into a compact uniform bed
of coal, with a smooth surface and uniform density. The
surface is irradiated with X-rays from a Pu-238 isotope
and the radiation is absorbed or back-scattered in propor-
tion to the elemental composition of the sample, the
back-scattered radiation being measured by a propor-
tional counter. At the low-energy level of the Pu-238
isotope (15—17 keV), the iron is excited to produce fluo-
rescent X-rays that can be filtered, counted, and compen-
sated. The proportional counter simultaneously detects
the back-scattered and fluorescent X-rays after they have
passed through an aluminum filter. This filter absorbs
the fluorescent X-rays preferentially, its thickness prese-
lected to suit the iron content and its variation. The pro-
portional counter converts the radiation to electrical
pulses that are then amplified and counted in the elec-
tronic unit. The count-rate of these pulses is converted to
a voltage which is displayed and is also available for
process control.

A key sensor required for the development of an
effective method of controlling coal flotation is one
which can measure the ash content of coal slurries.
Production units have been manufactured and installed
in coal preparation plants (Kawatra, 1985), and due to

the development of on-line ash monitors, coupled with
an improved knowledge of process behavior, control
strategies for coal flotation have been developed
(Herbst and Bascur, 1985; Salama et al., 1985;
Clarkson, 1986).

3.3.4 On-line Particle Size Analysis

Measuring the size of coarse ore particles on conveyor belts
or fine particles in slurries can now be done on-line with
appropriate instrumentation. This is covered in Chapter 4.

3.3.5 Weighing the Ore

Many schemes are used for determination of the tonnage
of ore delivered to or passing through different sections of
a mill. The general trend is toward weighing materials on
the move. The predominant advantage of continuous
weighing over batch weighing is its ability to handle large
tonnages without interrupting the material flow. The accu-
racy and reliability of continuous-weighing equipment
have improved greatly over the years. However, static
weighing equipment is still used for many applications
because of its greater accuracy.

Belt scales, or weightometers, are the most common
type of continuous-weighing devices and consist of one
or more conveyor idlers mounted on a weighbridge. The
belt load is transmitted from the weighbridge either
directly or via a lever system to a load-sensing device,
which can be either electrically, mechanically, hydrauli-
cally, or pneumatically activated. The signal from the
load-sensing device is usually combined with another
signal representing belt speed. The combined output
from the load and belt-speed sensors provides the flow-
rate of the material passing over the scale. A totalizer
can integrate the flowrate signal with time, and the total
tonnage carried over the belt scale can be registered on a
digital read-out. Accuracy is normally 1-2% of the full-
scale capacity.

It is the dry solids flowrate that is required. Moisture
can be measured automatically (see Section 3.3.1). To
check, samples for moisture determination are frequently
taken from the end of a conveyor belt after material has
passed over the weighing device. The samples are imme-
diately weighed wet, dried at a suitable temperature until
all hygroscopic (free) water is driven off, and then
weighed again. The difference in weight represents mois-
ture and is expressed as:

Wet weight — Dry weight
Wet weight

Jomoisture = (3.10)

The drying temperature should not be so high that
breakdown of the minerals, either physically or chemi-
cally, occurs. Sulfide minerals are particularly prone to



lose sulfur dioxide if overheated; samples should not be
dried at temperatures above 105°C.

Periodic testing of the weightometer can be made
either by passing known weights over it or by causing a
length of heavy roller chain to trail from an anchorage
over the suspended section while the empty belt is
running.

Many concentrators use one master weight only, and
in the case of a weightometer this will probably be
located at some convenient point between the crushing
and the grinding sections. The conveyor feeding the fine-
ore bins is often selected, as this normally contains the
total ore feed of the plant.

Weighing the concentrates is usually carried out after
dewatering, before the material leaves the plant.
Weighbridges can be used for material in wagons, trucks,
or ore cars. They may require the services of an operator,
who balances the load on the scale beam and notes the
weight on a suitable form. After tipping the load, the tare
(empty) weight of the truck must be determined. This
method gives results within 0.5% error, assuming that the
operator has balanced the load carefully and noted the
result accurately. With recording scales, the operator
merely balances the load, then turns a screw which auto-
matically records the weight. Modern scales weigh a train
of ore automatically as it passes over the platform, which
removes the chance of human error except for occasional
standardization. Sampling must be carried out at the same
time for moisture determination. Assay samples should be
taken, whenever possible, from the moving stream of
material, as described earlier, before loading the material
into the truck.

Tailings weights are rarely, if ever, measured. They
are calculated from the difference in feed and concentrate
weights. Accurate sampling of tailings is essential. Mass
balance techniques are now routinely used to estimate
flows (see Section 3.6).

3.3.6 Mass Flowrate

By combining slurry flowrate and % solids (mass-flow
integration), a continuous recording of dry tonnage of
material from pulp streams is obtained. The mass-flow
unit consists of a flowmeter and a density gauge often
fitted to a vertical section of a pipeline carrying the
upward-flowing stream. The principal flowmeters are the
magnetic-, ultrasonic-, and array-based.

Magnetic Flowmeter

The operating principle of the magnetic flowmeter
(Figure 3.21) is based on Faraday’s law of electromag-
netic induction, which states that the voltage induced in
any conductor as it moves across a magnetic field is
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Magnetic flowmeter.

proportional to the velocity of the conductor. Thus, pro-
viding the pulp completely fills the pipeline, its velocity
will be directly proportional to the flowrate. Generally,
most aqueous solutions are adequately conductive for the
unit and, as the liquid flows through the metering tube
and cuts through the magnetic field, an electromotive
force (emf) is induced in the liquid and is detected by two
small measuring electrodes fitted virtually flush with the
bore of the tube. The flowrate is then recorded on a chart
or continuously on an integrator. The coil windings are
excited by a single-phase AC mains supply and are
arranged around the tube to provide a uniform magnetic
field across the bore. The unit has the advantage that there
is no obstruction to flow, pulps and aggressive liquids can
be handled, and it is immune to variations in density, vis-
cosity, pH, pressure, or temperature. A further develop-
ment is the DC magnetic flowmeter, which uses a pulsed
or square excitation for better stability and reduced zero
error.

Ultrasonic Flowmeters

Two types of ultrasonic flowmeters are in common use.
The first relies on reflection of an ultrasonic signal by dis-
continuities (particles or bubbles) into a transmitter/
receiver ultrasonic transducer. The reflected signal exhi-
bits a change in frequency due to the Doppler Effect that
is proportional to the flow velocity; these instruments are
commonly called “Doppler flow meters”. As the trans-
ducer can be attached to the outside of a suitable pipe sec-
tion, these meters can be portable.

The second type of meter uses timed pulses across a
diagonal path. These meters depend only on geometry
and timing accuracy. Hence they can offer high precision
with minimal calibration.
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Array-based Flowmeters

These operate by using an array of sensors and passive
sonar processing algorithms to detect, track, and measure
the mean velocities of coherent disturbances traveling in
the axial direction of a pipe (Figure 3.22). A coherent
disturbance is one that retains its characteristics for an
appreciable distance, which in this case is the length of
the array of sensors or longer. These coherent distur-
bances are grouped into three major categories: distur-
bances conveyed by the flow, acoustic waves in the
fluid, and vibrations transmitted via the pipe walls. Each
disturbance class travels at a given velocity. For exam-
ple, the flow will convey disturbances such as turbulent
eddies (gases, liquids and most slurries), density varia-
tions (pastes), or other fluid characteristics at the rate of
the fluid flow. Liquid-based flows rarely exceed 9ms™'.
Acoustic waves in the fluid will typically have a mini-
mum velocity of 75ms~ ' and a maximum velocity of
1500 ms~'. The third group, pipe vibrations, travels at
velocities that are several times greater than the acoustic
waves. Thus each disturbance class may be clearly segre-
gated based on its velocity.

The velocities are determined as follows: as each
group of disturbances pass under a sensor in the array,
a signal unique to that group of disturbances is
detected by the sensor. In turbulent flow, this signal is
generated by the turbulent eddies which exert a minis-
cule stress on the interior of the pipe wall as they pass
under the sensor location. The stress strains the pipe
wall and thus the sensor element which is tightly cou-
pled to the pipe wall. Each sensor element converts
this strain into a unique electrical signal that is char-
acteristic of the size and energy of the coherent distur-
bance. By tracking the unique signal of each group of
coherent disturbances through the array of sensors, the
time for their passage through the array can be deter-
mined. The array length is fixed, therefore the passage

Sensor array

Coherent vortical structures

Turbulent pipe flow
velocity profile

FIGURE 3.22 Array-based flow meter (Courtesy CiDRA Mineral
Processing).

time is inversely proportional to the velocity. Taking
this velocity and the known inner diameter of the
pipe, the flow meter calculates and outputs the volu-
metric flowrate.

This technology accurately measures multiphase fluids
(any combination of liquid, solids and gas bubbles), on
almost any pipe material including multilayer pipes, in
the presence of scale buildup, with conductive or non-
conductive fluids, and with magnetic or non-magnetic
solids. In addition, the velocity of the acoustic waves,
which is also measured, can be used to determine the gas
void fraction of bubbles in the pipe. The gas void fraction
is the total volume occupied by gas bubbles, typically air
bubbles, divided by the interior volume of the pipe. When
gas bubbles are present, this measurement is necessary to
provide a true non-aerated volumetric flowrate and to
compensate for the effect of entrained gas bubbles on
density measurements from Coriolis meters or nuclear
density meters. This principle can be used to determine
void fraction, or gas holdup, in flotation systems
(Chapter 12).

Slurry Density

The density of the slurry is measured automatically and
continuously in the nucleonic density gauge (Figure 3.23)
by using a radioactive source. The gamma rays produced
by this source pass through the pipe walls and the slurry
at an intensity that is inversely proportional to the pulp
density. The rays are detected by a high-efficiency ioniza-
tion chamber and the electrical signal output is recorded
directly as pulp density. Fully digital gauges using scintil-
lation detectors are now in common use. The instrument
must be calibrated initially “on-stream” using conven-
tional laboratory methods of density analysis from sam-
ples withdrawn from the line.

The mass-flow unit integrates the rate of flow pro-
vided by the flowmeter and the pulp density to yield a
continuous record of tonnage of dry solids passing
through the pipe, given that the specific gravity of the
solids comprising the ore stream is known. The method
offers a reliable means of weighing the ore stream and
removes chance of operator error and errors due to
moisture sampling. Another advantage is that accurate
sampling points, such as poppet valves (Section 3.2.4),
can be incorporated at the same location as the mass-
flow unit. Mass-flow integrators are less practicable,
however, with concentrate pulps, especially after flota-
tion, as the pulp contains many air bubbles, which lead
to erroneous values of flowrate and density. Inducing
cyclonic flow of slurry can be used to remove bubbles
in some cases.
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3.4 SLURRY STREAMS: SOME TYPICAL
CALCULATIONS

Volumetric Flowrate

From the grinding stage onward, most mineral processing
operations are carried out on slurry streams, the water and
solids mixture being transported through the circuit via
pumps and pipelines. As far as the mineral processor is
concerned, the water is acting as a transport medium,
such that the weight of slurry flowing through the plant is
of little consequence. What is of importance is the volume
of slurry flowing, as this will affect residence times in
unit processes. For the purposes of metallurgical account-
ing, the weight of dry solids contained within the slurry is
important.

If the volumetric flowrate is not excessive, it can be
measured by diverting the stream of pulp into a
suitable container for a measured period of time. The ratio
of volume collected to time gives the flowrate of pulp.
This method is ideal for most laboratory and pilot scale
operations, but is impractical for large-scale operations,
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where it is usually necessary to measure the flowrate by
online instrumentation.

Volumetric flowrate is important in calculating reten-
tion times in processes. For instance, if 120m>h™' of
slurry is fed to a flotation conditioning tank of volume
20 m>, then, on average, the retention time of particles in
the tank will be (Eq. (3.8)):

20 m?

120 m3 1h
1h 60 min

Tank volume

Retention time = = 10 min

flowrate

Retention time calculations sometimes have to take
other factors into account. For example, to calculate
the retention time in a flotation cell the volume occu-
pied by the air (the gas holdup) needs to be deducted
from the tank volume (see Chapter 12); and in the
case of retention time in a ball mill the volume occu-
pied by the slurry in the mill is required (the slurry
holdup).

Slurry Density and % Solids

Slurry, or pulp, density is most easily measured in terms of
weight of pulp per unit volume. Typical units are kg m >
and t m_3, the latter having the same numerical value
as specific gravity, which is sometimes useful to
remember. As before, on flowstreams of significant size,
this is usually measured continuously by on-line
instrumentation.

Small flowstreams can be diverted into a container of
known volume, which is then weighed to give slurry den-
sity directly. This is probably the most common method
for routine assessment of plant performance, and is facili-
tated by using a density can of known volume which,
when filled, is weighed on a specially graduated balance
giving direct reading of pulp density.

The composition of a slurry is often quoted as the %
solids by weight (100—% moisture), and can be deter-
mined by sampling the slurry, weighing, drying and
reweighing, and comparing wet and dry weights
(Eq. (3.10)). This is time-consuming, however, and most
routine methods for computation of % solids require
knowledge of the density of the solids in the slurry.
There are a number of methods used to measure this,
each method having pros and cons. For most purposes
the use of a standard density bottle has been found to be
a cheap and, if used with care, accurate method. A 25- or
50-ml bottle can be used, and the following procedure
adopted:

1. Wash the density bottle with acetone to remove
traces of grease.
2. Dry at about 40°C.
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3. After cooling, weigh the bottle and stopper on a
precision analytical balance, and record the weight,
M1.

. Thoroughly dry the sample to remove all moisture.
5. Add about 5—10g of sample to the bottle and

reweigh. Record the weight, M 2.
6. Add double distilled water to the bottle until half-
full. If appreciable “slimes” (minus 45 um particles)
are present in the sample, there may be a problem
in wetting the mineral surfaces. This may also
occur with certain hydrophobic mineral species, and
can lead to false low density readings. The effect
may be reduced by adding one drop of wetting
agent, which is insufficient to significantly affect
the density of water. For solids with extreme wetta-
bility problems, an organic liquid such as toluene
can be substituted for water.
7. Place the density bottle in a desiccator to remove air
entrained within the sample. This stage is essential to
prevent a low reading. Evacuate the vessel for at
least 2 min.
8. Remove the density bottle from the desiccator, and
top up with double distilled water (do not insert stop-
per at this stage).
9. When close to the balance, insert the stopper and
allow it to fall into the neck of the bottle under its
own weight. Check that water has been displaced
through the stopper, and wipe off excess water from
the bottle. Record the weight, M 3.
10. Wash the sample out of the bottle.
11. Refill the bottle with double distilled water, and
repeat procedure 9. Record the weight, M 4.

12. Record the temperature of the water used, as
temperature correction is essential for accurate
results.

=

The density of the solids (s, kg m~>) is given by:

M2 — M1
o=
(M4 —M1) — (M3 — M2)

X Dy (3.11)
where D= density of fluid used (kg m ).

Knowing the densities of the pulp and dry solids, the
% solids by weight can be calculated. Since pulp density
is mass of slurry divided by volume of slurry, then for
unit mass of slurry of x % solids by weight, the volume of
solids is x/100s and volume of water is (100—x)/100 W
then (the 100’s compensating for x in percent):

1

100 s 100 W
or:
D
1= 22 (100 —x) (3.12b)

100s 100w

where D =pulp density (kg m >), and W = density of
water (kg m ).

Assigning water a density of 1000 kg m >, which is
sufficiently accurate for most purposes, gives:

~ 100 s(D — 1000)

D(s — 1000) (3.13)

Having measured the slurry volumetric flowrate
(F, m®h™ "), the pulp density (D, kg m®), and the density
of solids (s, kg m_3), the mass flowrate of slurry can be
calculated (FD, kg h_l), and, of more importance, the
mass flowrate of dry solids in the slurry (M, kg h™"):

M = FDx/100 (3.14)
or combining Eqs. (3.13) and (3.14):
Fs(D — 1000)
=—F" 1
s — 1000 (3.15)
The computations are illustrated by examples

(Examples 3.4 and 3.5).

In some cases it is necessary to know the % solids by
volume, a parameter, for example, sometimes used in
mathematical models of unit processes:

D
%solids by volume = xT (3.16)

Also of use in milling calculations is the ratio of the
weight of water to the weight of solids in the slurry, or
the dilution ratio. This is defined as:

100 — x

Dilution ratio = (3.17)

This is particularly important as the product of dilution
ratio and weight of solids in the pulp is equal to the
weight of water in the pulp (see also Section 3.7)
(Examples 3.6 and 3.7).

3.5 AUTOMATIC CONTROL IN MINERAL
PROCESSING

Control engineering in mineral processing continues to
grow as a result of more demanding conditions such
as low grade ores, economic changes (including
reduced tolerance to risk), and ever more stringent
environmental regulations, among others. These have
motivated technological developments on several
fronts such as:

a. Advances in robust sensor technology. On-line sensors
such as flowmeters, density gauges, and particle size
analyzers have been successfully used in grinding cir-
cuit control. Machine vision, a non-invasive
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Example 3.4

A slurry stream containing quartz is diverted into a 1-liter
density can. The time taken to fill the can is measured as
7 s. The pulp density is measured by means of a calibrated
balance, and is found to be 1400 kg m—>. Calculate the %
solids by weight, and the mass flowrate of quartz within the
slurry.

Solution
The density of quartz is 2650 kg m~>.
Eq. (3.13), % solids by weight:
_ 100 X 2650 X (1400 — 1000)
1400 X (2650 — 1000)

Therefore, from

=45.9%

The volumetric flowrate:

F= % X 36;055 X 110(;2)1 =0.51(m*h ™)
Therefore, mass flowrate:
M 091 m? _ 1400 kg slurry _ 45.9 kg solids
1h 1 m3 slurry 100 kg slurry
=330.5(kgh™")
Example 3.5

A pump is fed by two slurry streams. Stream 1 has a flow-
rate of 5.0m>h™" and contains 40% solids by weight.
Stream 2 has a flowrate of 3.4 m’>h™" and contains 55%
solids by weight. Calculate the tonnage of dry solids
pumped per hour (density of solids is 3000 kg m~3.)

Solution
Slurry stream 1 has a flowrate of 5.0 m> h™' and contains
40% solids. Therefore, from a re-arranged form of
Eq. (3.13):
D= 1000 X 100 s
s(100 — x) + 1000 x

thus:

1000 X 100 X 3000

- = -3
(3000 X (100 — 40)) + (1000 X 40) 1364(kg m™)

Therefore, from Eq. (3.15), the mass flowrate of solids in
slurry stream 1:

5.0 X 3000 X (1364 — 1000)
(3000 — 1000)

=2.73(th™")

Slurry stream 2 has a flowrate of 3.4 m* h™' and con-
tains 55% solids. Using the same equations as above, the
pulp density of the stream = 1579 kg m—>. Therefore, from
Eq. (3.14), the mass flowrate of solids in slurry stream
2=1.82th™". The tonnage of dry solids pumped is thus:

2.73+1.82=455(th™)

Example 3.6

A flotation plant treats 500t of solids per hour. The feed
pulp, containing 40% solids by weight, is conditioned for
5min with reagents before being pumped to flotation.
Calculate the volume of conditioning tank required.
(Density of solids is 2700 kg m™.)

Solution
The volumetric flowrate of solids in the slurry stream:
mass flowrate 2001

; 2700 k 1t
density 1 mjg X ot

=185.2(m> h™")

The mass flowrate of water in the slurry stream

= mass flowrate of solids X dilution ratio
=500 X (100 — 40)/40
=750(th™"

Therefore, the volumetric flowrate of water is 750 m> h™".
The volumetric flowrate of slurry = 750 + 185.2

=9352(m*h™)

Therefore, for a nominal retention time of 5 min, the vol-
ume of conditioning tank should be:

935.2 X 5/60 =77.9(m>)

Example 3.7
Calculate the % solids content of the slurry pumped from
the sump in Example 3.5.

Solution

The mass flowrate of solids in slurry stream 1 is: 2.73 th™!
The slurry contains 40% solids, hence the mass flowrate

of water:

=2.73 X 60/40
=4.10(th™")

Similarly, the mass flowrate of water in slurry stream 2:

=1.82 X45/55
=1.49(th™")

Total slurry weight pumped:
=2.73+410+1.82+1.49
=10.14(th™")

Therefore, % solids by weight:
=4.55X100/10.14
=44.9%
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technology, has been successfully implemented for
monitoring and control of mineral processing plants
(Duchesne, 2010; Aldrich et al., 2010; Janse Van
Vuuren et al., 2011; Kistner et al., 2013). Some com-
mercial vision systems are VisioRock/Froth (Metso
Minerals), FrothMaster (Outotec) and JKFrothCam
(JK-Tech Pty Ltd).

Other important sensors are pH meters, level
and pressure transducers, all of which provide a
signal related to the measurement of the particular
process variable. This allows the final control ele-
ments, such as servo valves, variable speed motors,
and pumps, to manipulate the process variables
based on signals from the controllers. These sen-
sors and final control elements are used in many
industries besides the minerals industry, and are
described elsewhere (Edwards et al., 2002; Seborg
et al., 2010).

b. Advances in microprocessor and computer technology.
These have led to the development of more powerful
Distributed Control Systems (DCS) equipped with
user friendly software applications that have facilitated
process supervision and implementation of advanced
control strategies. In addition, DCS capabilities com-
bined with the development of intelligent sensors have
allowed integration of automation tasks such as sensor
configuration and fault detection.

c. More thorough knowledge of process behavior. This
has led to more reliable mathematical models of vari-
ous important process units that can be used to evaluate
control strategies under different simulated conditions
(Mular, 1989; Napier-Munn and Lynch, 1992; Burgos
and Concha, 2005; Yianatos et al., 2012).

d. Increasing use of large units, notably large grinding
mills and flotation cells. This has reduced the amount
of instrumentation and the number of control loops to
be implemented. At the same time, however, this has
increased the demands on process control as poor per-
formance of any of these large pieces of equipment
will have a significant detrimental impact on overall
process performance.

Financial models have been developed for the calcula-
tion of costs and benefits of the installation of automatic
control systems (Bauer et al., 2007; Bauer and Craig,
2008). Benefits reported include energy savings, increased
metallurgical efficiency and throughput, and decreased
consumption of reagents, as well as increased process sta-
bility (Chang and Bruno, 1983; Flintoff et al., 1991;
Thwaites, 2007).

The concepts, terminology and practice of process
control in mineral processing have been comprehensively
reviewed by Ulsoy and Sastry (1981), Edwards et al.

(2002) and Hodouin (2011). Some general principles are
introduced here, with specific control applications being
reviewed in some later chapters.

3.5.1 Hierarchical Multilayer Control System

The overall objective of a process control system is to
maximize economic profit while respecting a set of con-
straints such as safe operation, environmental regula-
tions, equipment limitations, and product specifications.
The complexity of mineral processing plants, which
exhibit multiple interacting nonlinear processes affected
by unmeasured disturbances, makes the problem of opti-
mizing the whole plant operation cumbersome, if not
intractable. In order to tackle this problem a hierarchical
control system, as depicted in Figure 3.24, has been pro-
posed. The objective of this control system structure is
to decompose the global problem into simpler, structured
subtasks handled by dedicated control layers following
the divide-and-conquer strategy. Each control layer per-
forms specific tasks at a different timescale, which pro-
vides a functional and temporal decomposition (Brdys
and Tatjewski, 2005).

3.5.2 Instrumentation Layer

At the lowest level of the hierarchical control system is
the instrumentation layer which is in charge of providing
information to the upper control layers about the process
status through the use of devices such as sensors and
transmitters. At the same time, this layer provides direct
access to the process through final control elements
(actuators) such as control valves and pumps. Intelligent
instrumentation equipped with networking capabilities
has allowed the implementation of networks of instru-
ments facilitating installation, commissioning and trou-
bleshooting while reducing wiring costs (Caro, 2009).
Examples of industrial automation or fieldbus networks
are Profibus-PA, Foundation Fieldbus™, Ethernet/IP and
Modbus Plus.

3.5.3 Regulatory Control Layer

The regulatory control layer is implemented in control
hardware such as a DCS, PLC (programmable logic con-
trollers) or stand-alone single station field devices. In
this control layer, multiple single-input single-output
(SISO) control loops are implemented to maintain local
variables such as speed, flow or level at their target
values in spite of the effect of fast acting disturbances
such as pressure and flow variations. In order to achieve
a desired regulation performance, the controller executes
an algorithm at a high rate. As an example of regulatory



FIGURE 3.24 Hierarchical multilayer control system.

control, consider Figure 3.25, which illustrates a froth
depth (level) control system for a flotation column. The
objective is to regulate the froth depth at its set-point by
manipulating the valve opening on the tailing stream to
counter the effect of disturbances such as feed and air
rate variations. To that end, a level transmitter (LT)
senses the froth depth (process variable, PV) based on
changes in some physical variables, for example, pres-
sure variations by using a differential pressure sensor,
and transmits an electrical signal (e.g., 4—20 mA) pro-
portional to froth depth. The local level controller (LC)
compares the desired froth depth (set-point, SP) to the
actual measured PV and generates an electric signal
(control output, CO) that drives the valve. This mecha-
nism is known as feedback or closed-loop control.

The most widely used regulatory control algorithm is
the Proportional plus Integral plus Derivative (PID) con-
troller. It can be found as a standard function block in
DCS and PLC systems and also in its stand-alone single
station version. There are several types of algorithms
available. The standard (also known as non-interacting)
algorithm has the following form:

K~ (! de(t
N——" i Jo ——
Proportional Derivative

Integral
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FIGURE 3.25 Feedback control of froth depth in a flotation column.

where CO = controller output; K. = controller gain;
e(t) = deviation of process variable from set-point (track-
ing error); T;=integral time constant; 7, = derivative
time constant; ¢ = time. The process of selecting the para-
meters of a PID controller, namely K., T; and T, for the
standard form, is known as tuning. Although the search
for the appropriate PID parameters can be done by trial-
and-error, this approach is only acceptable for simple pro-
cesses having fast dynamics. To design an effective con-
troller, a process model, performance measure, and signal
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characterization (type of disturbances and set-point) must
be considered (Morari and Zafiriou, 1989). Several tuning
rules have been proposed since the work of Ziegler and
Nichols (1942). A simple set of tuning rules that provides
good performance for a wide variety of processes is given
by Skogestad (2003). Among PID type controllers PI
(Proportional-Integral) is by far the most frequently
encountered in industrial applications, mainly because it
provides reasonably good performance with only two
parameters (K., T;). Application of single parameter,
Proportional-only controller, results in steady-state error
(offset) which largely limits its application.

Besides tuning, there are other issues the control engi-
neer must deal with when implementing a PID controller.
For example, if for some reason the closed-loop is broken,
then the controller will no longer act upon the process
and the tracking error can be different from zero. The
integral part of the controller, then, will increase without
having any effect on the process variable. Consequently,
when the closed-loop is restored the control output will
be too large and it will take a while for the controller to
recover. This issue is known as integral windup.

There are situations when a closed-loop system
becomes open-loop: (1) the controller is switched to man-
ual mode, and (2) the final control element, such as a
valve, saturates (i.e., becomes fully open or fully closed).
Figure 3.26 shows a schematic representation of a stan-
dard form PID controller equipped with an anti-windup
scheme that forces the integral part to track the actual
control action when in open loop. The parameter T, is
called the tracking constant and determines the speed at
which the integral part will follow the actual control

output. To deal effectively with actuator saturation, a
model of the actuator is required.

A simple model of a valve, for instance, is that it is
fully open when control action is larger than 100%
(e.g., >20mA) and fully closed when less than 0%
(e.g., <4 mA), and varies linearly when the control action
varies in between.

There are some cases where PID controllers are not
sufficient to produce the target performance. In those
cases, advanced regulatory control (ARC) techniques
may enhance performance. Some ARC strategies used in
mineral processing systems include: cascade control,
feedforward control, Smith predictor control, and adaptive
control. To illustrate the application of these ARC strate-
gies consider a grinding circuit as in Figure 3.27.

Cascade control is built up by nesting control loops.
Figure 3.27 shows a cascade control for the regulation of
the overflow slurry density, here used as a surrogate of
particle size. The density controller (DC) in this case is
the primary, also known as the master controller. It cal-
culates a control action based on the deviation of the
actual slurry density measurement from its set-point.
However, rather than directly acting upon the final con-
trol element (valve), it provides a set-point to the inner
water flowrate controller FC (secondary or slave control-
ler). This technique has proven useful in attenuating the
effect of disturbances occurring in the inner loop (e.g.,
water pressure variations) on the primary variable (den-
sity), especially when the outer process exhibits a trans-
port delay. Moreover, when the inner loop is faster than
the outer control loop then the tuning procedure can be

carried sequentially starting by tuning the inner
Operator
adjustments
Actuator
M moldel
—— .
A
O
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A
+
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FIGURE 3.26 PID control scheme with anti-windup scheme.
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FIGURE 3.27 Control strategy of a grinding section (Adapted from Nuriez et al., 2009).

controller first (with outer control loop off) and subse-
quently tuning the primary controller neglecting the
inner loop dynamics. Inner feedback control also reduces
the effect of actuator nonlinearities, such as valve stick-
ing, and dead band and nonlinear flow characteristics, on
the primary control performance. Note that the whole
hierarchical control system of Figure 3.27 is actually a
cascade control system.

A disadvantage of feedback control is that it compen-
sates for disturbances once they have already affected the
process variable, that is, once an error has been produced.
Feedforward control takes anticipatory corrective actions
to compensate for a major disturbance at the expense of
having an extra sensor to measure it. The control engineer
has to assess whether the investment in extra instrumenta-
tion will be repaid with better regulation.

A typical application of a type of feedforward control
is ratio control. Figure 3.27 shows a feedforward ratio
control that aims to maintain the solid content (holdup) in
the rod mill. Depending on the solid mass flowrate enter-
ing the mill measured by a weightometer (WT), a feedfor-
ward ratio controller acts by changing the set-point for
the water flowrate control loop accordingly.

Processes that exhibit large transport delays relative to
their dynamics can seriously limit the achievable
performance of any feedback control, regardless of the
complexity of the controller. In those cases, PID control
performance can be improved by augmenting with a pre-
dictor, that is, a mathematical model of the process with-
out the transport delay. This strategy is known as “Smith

predictor controller” and it has been successfully applied
to improve control performance of solid mass flowrate
for SAG mills when manipulating the feed to a conveyor
belt (Sbarbaro et al., 2005). In this case the transport
delay is a function of the length and speed of the con-
veyor belt.

Changes in raw material characteristics and/or changes
in the operating conditions mean any mathematical model
used for controller synthesis may no longer reflect the
actual process dynamic behavior. In those cases a control
system that modifies controller parameters based on the
mismatch between process model and actual process
behavior is known as adaptive control (Hodouin and
Najim, 1992). This type of “self-tuning” control adapts
not only to load-dependent dynamic changes, but also to
time-related and/or random dynamic characteristic
changes (Rajamani and Hales, 1987; Thornton, 1991;
Duarte et al., 1998). The measurements coming from the
actual process are compared to the measurements pre-
dicted by the model, and the difference is used as the
basis for the correction to the model. This correction
alters the parameters and states (i.e., a set of variables
that determines the state of the process) in the model so
as to make the predictions better match those of the actual
process. The basis of parameter and state estimation is the
recursive least squares algorithm (Ljung, 1999), where the
estimator updates its estimates continuously with time as
each input arrives, rather than collecting all the informa-
tion together and processing in a single batch
(Figure 3.28).



66 Wills’ Mineral Processing Technology

Estimates

—————— Estimator = =======-—,
Correction to model

! I

1
1 |
1 |
| 1
1 . 1
I Model of Predicted Correction :
: process |measurements formula |,
1 1
1 J |
1 o ]
1 Prediction error :
1
e i o v i e e e e e e e |

Input ’?ggéasls ; »

p Actual measurements

FIGURE 3.28 Schematic diagram of the operation of recursive
estimation.

3.5.4 Advanced Process Control Layer

The control strategy for the grinding section shown in
Figure 3.27 where multiple independent local SISO control
loops were implemented is known as decentralized con-
trol. When the process exhibits severe interaction this
decentralized strategy strongly limits the achievable per-
formance and more advanced control strategies are
required. A control system that takes interactions explicitly
into account is known as centralized multivariable control
and it is commonly implemented at the advanced process
control layer. This control layer is in charge of keeping
secondary variables related to process performance at their
optimum, determined by the upper optimization layer,
while dealing with interactions and constraints in a
dynamic fashion. Receding horizon model based predic-
tive control (MPC) provides a methodology to deal with
this type of problem in a systematic way. The main cost
associated with MPC is the identification and maintenance
of good mathematical models. However, user friendly
MPC packages implemented in DCS systems have greatly
facilitated these tasks and thus the application of MPC
technology in industrial processes. Examples of MPC soft-
ware packages commercially available are Connoiseur
(Invensys), Delta V Predict MPC (Emerson), cpmPlus
Expert Optimizer (ABB), BrainWave (Andritz), Profit®
Controller (Honeywell) and StarCS MPC (Mintek).

MPC translates a control problem into a dynamic opti-
mization problem over a finite future horizon. A discrete
mathematical model is used to generate predictions of the
future evolution of the process variable based on current
information, future control actions, and assumptions about
the future behavior of disturbances. The solution to this
optimization problem is a sequence of control moves.
Due to the uncertainty in the process model and the dis-
turbances, only the first calculated optimal control move

is implemented and the optimization problem is solved
again based on new arriving information. This way, the
optimization horizon is receding and thus a feedback
mechanism is incorporated.

To illustrate MPC, consider a SISO discrete model of
the process represented by a difference equation where y,
u, and d are the process variable, control output and an
unmeasured disturbance, respectively, and a and b are the

model parameters:
y(@)=ay(t — 1) + bu(t — 1) + d(t) (3.19)

This model can be used recursively to obtain predictions
of the process variable y over a finite time horizon H.
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An optimization problem can then be formulated: find
the sequence of future control moves u(t), u(t+1), ..., u
(t+ H—1) that minimizes the deviations of the process
output from its reference trajectory while satisfying multi-
ple constraints such as limits on actuator range/rate of
change, output constraints, etc. Note that minimization of
the control moves is commonly incorporated in the objec-
tive function to be minimized, that is:

minimize
u(t)u(t+1),..u(t+ H—

H
D) =y(+))’
! (3.21)
A Aut+jy
i=1

where r is the reference trajectory over the time horizon
H, and )\ an adjustable parameter that weights control
moves with respect to tracking errors.



Note that the solution to the optimization problem will
be a function of the future values of the disturbance,
which are not known in advance. There are different strat-
egies to deal with this issue, a simple way being to
assume that the disturbance is constant over the time hori-
zon and takes the same value as its current value d(t),
which can be estimated from the difference between the
actual measured process variable y,..(f) and that pro-
vided by the model:

(1) = Ymeas () — (1)

where c?(t) stands for disturbance estimation. Figure 3.29
illustrates the MPC strategy. Some examples of MPC appli-
cations in mineral processing systems include grinding con-
trol (Ramasamy et al., 2005; Jonas, 2008; Steyn and
Sandrock, 2013), and flotation control (Cortes et al., 2008).

(3.22)

Expert Systems

In cases where the identification and maintenance of good
mathematical models for the application of MPC technol-
ogy become unwieldy, expert systems, which do not
require an algorithmic mathematical model, are an alter-
native (Ruel, 2014). Expert systems derive from research
into artificial intelligence (Al) and are computer programs
that emulate the reasoning of human expertise in a nar-
rowly focused domain (Laguitton and Leung, 1989;
Bearman and Milne, 1992). Essentially, they are computer
systems that achieve high levels of performance in tasks
for which humans would require years of special educa-
tion, training, or experience. Human operators often make
“rule-of-thumb” educated guesses that have come to be
known as heuristics. As the expert knowledge is com-
monly expressed with some degree of uncertainty, ambi-
guity or even contradiction fuzzy-logic forms an integral
part of expert systems.

Fuzzy-logic theory involves the development of an
ordered set of fuzzy conditional statements, which pro-
vide an approximate description of a control strategy,
such that modification and refinement of the controller
can be performed without the need for special technical
skills. These statements are of the form: if X is A then Y
is B, where X and Y are process variables and A and B
represent linguistic expressions such “low” and “high”.
All the conditional rules taken together constitute a fuzzy
decisional algorithm for controlling the plant.

Figure 3.30 illustrates a fuzzy inference-based expert
system. It consists of three stages: fuzzyfication, rule
based fuzzy inference, and defuzzification. In the fuzzifi-
cation stage, the operational span of each variable, that is,
the range or the universe of discourse as known in Al, is
covered by fuzzy sets represented by membership func-
tions labeled with English-like linguistic expressions.
Membership functions are wusually of triangular,
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FIGURE 3.30 Block diagram of a Fuzzy inference system.

trapezoidal or Gaussian shape. Then, any measurement
can be evaluated to determine its degree of membership
to each fuzzy set. As a result, a fuzzy sentence like: thick-
ener underflow density is 70% “a little high”, 30%
“medium high” and 0% “very low” can be obtained.
Then, a set of rules of the form IF-THEN is generated in
a process called knowledge acquisition phase. An exam-
ple of a fuzzy rule for thickener control is: if underflow
density is “a little high” then flocculant addition change is
“small decrease”. Finally, the last stage of this fuzzy-
inference system (defuzzification) converts a fuzzy action
such as small decrease of flocculant addition into a crisp
value (e.g., 10% decrease).

Harris and Meech (1987) have presented an excellent
introduction to Fuzzy Control, showing how it has been
applied to a simulation model of a secondary crushing
plant. The simplicity of the method allows for its applica-
tion to systems such as grinding circuits (Hales and
Ynchausti, 1997), flotation plants (Osorio et al., 1999),
and thickening (Shoenbrunn and Toronto, 1999).

Control systems based on rules with fuzzy logic sup-
port have steadily become more ambitious. Van der Spuy
et al. (2003) propose an “on-line expert” which will pro-
vide both operator training and assistance. Expert systems
have also proven useful for selecting which advanced
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control method might be appropriate, based on a set of
rules related to the current operating conditions (Flintoff,
2002).

3.5.5 Optimization Layer

The objective of this control layer is to determine the
plant operating point that maximizes economic profit
while satisfying a set of constraints. This can be formu-
lated as an optimization problem where an objective func-
tion, a scalar positive real-valued function, provides a
measure of performance. An example of a potential objec-
tive function is the Net Smelter Return (NSR) introduced
in Chapter 1. Based on the temporal decomposition of the
hierarchical control system depicted in Figure 3.24, this
layer assumes the process operates in steady-state and
therefore utilizes a stationary nonlinear model of the pro-
cess to determine the optimum operating conditions.

Figure 3.31 shows a block diagram of a real-time
optimization (RTO) layer. A steady-state detection algo-
rithm continuously monitors the process variables for
steady-state condition. When this condition is confirmed,
the measured data, subject to errors from different
sources, are adjusted to satisfy fundamental principles
such as those of conservation of mass and/or energy.
This process is known as data reconciliation (Hodouin,
2011) (see Section 3.6). The reconciled data are then
used to update the process model parameters including
unmeasured external inputs in order for the model to
represent the actual process condition as accurately as
possible.

To deal with complexity, plant optimization is usually
broken down into multiple staged local optimizations
coordinated by a supervisory system. For example,

Parameter
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FIGURE 3.31 RTO layer components.

optimization of the grinding-flotation section can be
decomposed into two optimization problems with specific
objective functions and interfacing constraints (Mclvor
and Finch, 1991). A good example of RTO was reported
by Holdsworth et al. (2002) for the Greens Creek
silver—lead—zinc mine in Alaska. The highly instrumen-
ted concentrator carried out frequent on-line mass bal-
ances based on the last 2 h of operation. The balanced
data were used to calibrate a simple flotation model. The
operator could then assess strategies for “moving” metal
between low-value bulk concentrate and high-value lead
or zinc concentrates with the aid of a simple on-line NSR
model. Another application of the RTO-based linear pro-
gramming technique was proposed to maximize through-
put while maintaining product fineness at its target value
for a rod-ball grinding section (Lestage et al., 2002).
Other optimizing control systems in mineral processing
can be found in (Herbst and Bascur, 1984; McKee and
Thornton, 1986; Hodouin, 2011).

If an accurate model of the process is not available, a
model-free optimization strategy based on evolutionary
operation EVOP (Box and Draper, 1998) can be consid-
ered. EVOP optimization is based on control action to
either continue or reverse the direction of movement of
process efficiency by manipulating the set-point of the
controller to achieve some higher level of performance.
The controlled variables are altered according to a prede-
termined strategy, and the effect on the process efficiency
is computed on-line. If the efficiency is increased as a
result of the change, then the next change is made in the
same direction, otherwise the direction is reversed; even-
tually the efficiency should converge to the optimum
(Krstev and Golomeov, 1998). Hulthén and Evertsson
(2011) implemented an automatic EVOP algorithm that
varied eccentric speed on a cone crusher. Although the
algorithm pointed in the optimal direction it was found to
be too slow to cope with short-term variations such as
changes in the feed.

There are cases where primary variables related to
economic performance are not available or cannot be
measured frequently enough for optimizing control pur-
poses. This can arise for multiple reasons: for example,
high cost instrumentation, long sampling measurement
delays (e.g., on-stream analyzer, lab analysis), or because
the primary variable is a calculated variable (e.g., recov-
ery). In those cases the missing variable can be inferred
from a mathematical model using secondary (surrogate)
variables that are correlated to the primary variable and
measured on-line in real time. These models are known as
soft or virtual sensors and their use in a control system is
called inferential control.

Models relating secondary to primary variables can be
classified into three categories, depending whether the
model structure and parameters have a physical meaning.



While phenomenological models are derived from first
principles, black box models, as their name suggests, pro-
vide no insight into the phenomena governing the process.
Gray models combine both phenomenological models
with empirical relationships. Artificial Neural Networks
(ANN), a general class of parametric nonlinear mapping
between inputs and outputs, belong to the black box type
of model and have been successfully used for developing
soft-sensors, due to their ability to learn complex input-
output patterns. Some applications of soft-sensor based
ANN in mineral processing are particle size estimation of
hydrocylone overflow (Sbarbaro et al., 2008), particle
size distribution from a conveyor belt using image proces-
sing (Ko and Shang, 2011), SAG mill power predictions
(Hales and Ynchausti, 1992), and concentrate grade esti-
mation in flotation (Gonzalez et al., 2003). Soft-sensors
based on gray-box modeling through the use of Kalman
filter and its extended version have been reported to infer
SAG mill parameters (Herbst and Pate, 1996; Apelt et al.,
2002) and frother concentration in flotation systems
(Maldonado et al., 2010). Statistical methods such as
latent variable methods (Principal Component Analysis
(PCA), Partial Least Squares (PLS)) have also been
implemented to estimate process variables from analysis
of digital images. Some examples are the estimation of
froth grade and froth properties in flotation systems
(Duchesne, 2010; Kistner et al., 2013). Gonzalez (2010)
provides an extensive list of soft-sensing applications in
mineral processing.

3.5.6 The Control Room

Control computers are housed in dedicated rooms. It is
recognized that many of the systems used within the con-
trol room need to be addressed ergonomically using a
human, or a user-centered design approach: Figure 3.32
shows a design adhering to several of the ISO 11064
“Control Room Ergonomic Design” standards.

Remote monitoring and control are used in several
industries, including some examples in mining: remote
operation of mining equipment, such as haul trucks, for
example, is standard at many sites. Arguably the main
driver of remote ‘“command centers” is the retention
of highly skilled workforce in an wurban setting.
Integrated operations (iOps, https://www.youtube.com/
watch?v = qDrObBfv9q8) seeks to integrate the best
talents, local and remote, to meet operational challenges.
Flintoff et al. (2014) offer some observations on these
developments as they relate to mining.

3.6 MASS BALANCING METHODS

Mass balancing or accounting for phase masses and com-
ponent mass fractions by phase is critical to many
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FIGURE 3.32 Nikkelverk Refinery (Glencore Nickel) — Site Central
Control Room (July 2004) (Courtesy P. Thwaites, (XPS Glencore) and
R. Lgkling, (Glencore Nickel — Nikkelverk, Kristiansand)).

responsibilities of the metallurgical team of any mineral
or metal processing plant: troubleshooting/improving/
assessing plant performance, monitoring/controlling plant
operation, accounting/reporting metal production, and
stock movements.

Today, data acquisition and mass balancing are
increasingly computerized and automated. Mass balancing
techniques have evolved accordingly from the well-
known 2-product formula to advanced computerized sta-
tistical algorithms that can handle the many situations and
issues a metallurgist may have to address when perform-
ing mass balance calculations.

The evolution is particularly significant in mass bal-
ancing for metal and production accounting and reporting
needs. With tighter and more stringent accounting regula-
tions, guidelines and good practices in metal accounting
have been generated and published (AMIRA, 2007;
Jansen, 2009; Lachance et al., 2012). Statistical reconcili-
ation of excess (redundant) data is nowadays the norm in
mass balancing (Reid et al., 1982) and the 2-product for-
mula does not fit any longer with best practices due to its
limitations.

This section of Chapter 3 is an introduction to mass
balancing and metal accounting, summarizing years of
evolution from the basic well-known 2-product formula to
computerized advanced statistical techniques. While the
n-product formula was used for many years, its limitations
and the progress of the information technology sector
have made possible the use of more advanced methods.
Three of them are reviewed here:

® The node imbalance minimization method.
® The 2-step least squares minimization method.
® The generalized least squares minimization method.
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All three methods apply to mass balancing complex
flow diagrams and provide a unique set of estimates in
the presence of an excess of data.

3.6.1 The n-product Formula

The n-product formula applies to a process unit (or group
of process units) with 1 feed and n products, or n feeds and
1 product, or a total of n + 1 feed and product streams.

For sake of simplicity, let us start with the 2-product
formula before introducing the n-product case. The
2-product formula applies to a process unit or group of
process units with one feed and 2 products (a concentrate
and a tailings stream, for example (Figure 3.33)), or with
2 feed streams and one product (as in a junction box or
mixing unit).

If Wi, We and W7 are, respectively, the mass flowrates
of feed, concentrate and tailings, then, assuming steady
state, the (solids) mass conservation equation is:

Wr=Wc+ Wr (3.23)

Assuming xrp, xc, and xp are the assay values of a
metal of interest, then a second (or component) mass con-
servation equation is:

Wexp = Wexe + Wrxp (3.24)

Now assuming Wy, xp, x¢, and xy are measured, it fol-
lows from the previous 2 equations that:

XF — XT Xc — XF
We= —Wp and Wp= —Wp
Xc —Xr Xc —Xr

(3.25)

and hence, the mass flowrates of concentrate and tailings
are both estimable and the 6 values, Wr, W, Wy, xp, Xxc,
and x7, all balance together. Equation (3.25) is known as
the 2-product formula.

From the above results, several performance indicators
are typically calculated.

The solid split (or its inverse, the ratio of concentra-
tion), which states how much of the feed solid reports to
the concentrate stream:

We _ xr—xr (3.26)
Wr  xc—xr

The metal recovery, R, which gives how much of the

metal contained in the feed has been recovered in the

)

Feed »>( A

» Tailings

Concentrate

FIGURE 3.33 A simple 2-product process unit.

concentrate stream (Chapter 1) and is a measure of the
plant metallurgical performance:
_ Wexe  xp—xp _ Xc

x € (3.27)
Xc —Xr XF

Wexp

The simplicity of the method and resulting equations
and the limited amount of data required for providing
information on the process performance and efficiency
account for the success of the 2-product formula over the
years (Example 3.8).

Components other than metal assays can be used,
including particle size and percent solids data (see
Section 3.7).

By extension of the 2-product formula, the n-product
formula works for a process unit or group of process units
with one feed and n product streams (or any combination
of n+ 1 streams around the process unit). Assuming the
mass flowrate of the feed stream is known, the n-product
formula provides a way of calculating the mass flowrates
of the n product streams, provided metal assays are
known on each of the n + 1 streams. The mass conserva-
tion equations are:

Wr=> W, (3.28)
i=1
and
Wexp =Y Wpa, (3.29)
i=1
Example 3.8

The feed to a Zn flotation plant assays 3.93% Zn. The con-
centrate produced assays 52.07% Zn and the tailings 0.49%
Zn. Calculate the solid split, ratio of concentration, enrich-
ment ratio, and Zn recovery.

Solution
The solid split (Eq. (3.26)) is:
% _ XF— X1 _ 3.93 -0.49

- ~0.067 or 6.7%
Wr  xc—x;  52.07-049 or 6.7%

The ratio of concentration is the inverse of the solid split:

WF _Xc T X1 _ 52.07 — 0.49

We "~ 73.93-0.49

=15.0
WC XF — XT

The enrichment ratio (xc/xg) is:

xXc _ 52.07 _
X_r =303 =13.25
The Zn recovery (Eq. (3.27)) is:
_ WCXC _ XF — XT X_C _ 3.93 -0.49 52.07
WFXF Xc — X1 XF 52.07 —0.49 3.93

=0.884 or 88.4%




To be solvable the number of required assayed metals
depends on n, the number of product streams. There are n
unknown mass flowrates and hence n mass conservation
equations are needed. Since there is always one equation
available that expresses the mass conservation of solids
(Eq. (3.28)), then n—1 additional equations are needed
(equations of the form of Eq. (3.29)) and therefore n—1
metals need be assayed on the n + 1 streams. Table 3.1
summarizes the n-product formula requirements in terms
of assayed metals.

While the 2-product formula remains simple, the for-
mula complexity increases very quickly with n, which
explains why its use has been limited to n=4.
Mathematically speaking, there exists a matrix formula-
tion to the problem that can easily be computerized.

Sensitivity Analysis
The 2-product formula calculates the values of W and
Wr, the concentrate and tailings streams mass flowrates,
knowing Wp, xp, xc, and x7 respectively the feed stream
mass flowrate and the metal assay of interest on each of
the 3 streams. The measured values of Wg, xf, xc, and x7
are tainted with measurement errors. The measurement
errors are propagated through the calculations on to
the values of W and Wy, The following explains how
to estimate V- and V7, the variances of W and Wy, know-
ing Vi, Vi, V., and V,, the variances of Wg, xp, X¢, and x7.
Assuming covariance terms can be neglected, the vari-
ance of a function is obtained from its first derivatives:

57\ 57\
Viey = <§) Vit <5) Vy

Applying Eq. (3.30) to the 2-product formula
(Eq. (3.25)) gives (all assays and variances as fractions):

Wr \2 —x;) Wi\
w=( F)w+Gﬁii;>%
Xc—Xxr (xc—x1)

(3.30)

( W ) ) (3.31)

XF—X XF—X

+<F T2F>VC+(F T>VF
(xc—x7) Xc—Xr

TABLE 3.1 Requirements for n-product Formula

Number of Number of Required Number of

Product Assayed Metals Samples

Streams

2 1 3

3 2 4

4 3 5

n n—1 n+1
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2 2
Vy = ( Wr ) v+ ((xc xF)‘ZF) v,
Xc—Xr (xc—x7)

+ ((XF_XT)VZF>2VC n (XC_XF)ZVF
(xc—xr) X = X7

In the above equations, the difference xc—x7 is present
in the denominator of each term of the equations. It fol-
lows that the calculated variance increases when the
xc—x7 difference value decreases and hence when the

assayed metal is not well separated in the process unit.
Applying Eq. (3.30) to the recovery formula

(Eq. (3.27)) gives (again, reminding, all assays and var-
iances as fractions):

(3.32)

2 2
Ve = xzcsz [(Xc—xr) v+ (xp —x1) V.
2 (v _ 2 2
xXp(xc—xr) XF Xc (3.33)
— )2 ’
+ (XC ZXF) V,:|
AT

This equation clearly shows that the calculated recovery
variance is also strongly dependent on the process unit sepa-
ration efficiency for the metal of interest (Example 3.9).

Example 3.9
The streams in the Zn flotation plant (Example 3.8) are also
assayed for their content in Cu and Fe. The laboratory
reports the measured values in Table ex 3.9.

Calculate the recoveries of zinc and copper and provide
the expression of their variances as functions of the var-
iances of Zn and Cu assays on all 3 streams.

Solution
The recoveries of Zn and Cu are calculated using Eq. (3.27):

. R — Wexe — (3.93-049)X52.07 _
For Zn: R= =5 = G55o7—049 <393 — 0-884 or 88.4%

and their variances are provided by Eq. (3.33):
For Zn:

Vk =0.059547 X [172.2573 Vy + 0.004365 V. + 9652.06 V]
=10.25733V; +0.00026V, + 574.7472 V;

For Cu:

Vk =45613.21 X [10.5625V; + 0.000918V, + 12.7551 V(]
=481789.5V, +41.88541V, + 581801.1V;

TABLE EX 3.9 Zinc Flotation Plant Metal
Assays (%)

Feed Concentrate Tailings
Zn 3.93 52.07 0.49
Cu 0.16 0.66 0.14
Fe 11.57 14.67 13.09
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From this numerical example, it is evident that: a) the
stream samples that contribute most to the recovery vari-
ance are those with the lower assay values (feed and tail-
ings); b) the variance of the least separated metal (Cu) is
much higher than the variance of the most separated metal
(Zn); and c) when using the 2-product formula, the accuracy
of the recovery value comes from the feed and tailings
stream assay accuracies rather than from the concentrate.
There is a challenge here since these are not necessarily the
easiest samples to collect. Worked examples estimating the
standard deviation on recovery are given in Example 3.19.

Error Propagation

The n-product formula enables the computation of non-
measured mass flowrates from metal assays and from the
feed stream flowrate. The n-product formula does not
take into account measurement errors; and measurement
errors, when present, are propagated onto the calculated
mass flowrates.

Example 3.9 provides a good example of error propaga-
tions. Table 3.2 displays the calculated values of the solid
split using the Zn assay, the Cu assay, and the Fe assay.

Should the measured assays be free of measurement
errors, the solid split values would be identical since, in
theory (and reality), there exists only one solid split value.
Obviously, the Fe assay is erroneous on at least one of the
3 streams, but it is impossible to identify which one. If
each of the Zn and the Cu assays are taken individually, it
is not possible to ascertain that the Zn assay or the Cu
assay suffers error on one of the 3 samples. It is only
because at least 2 metals have been assayed that we can
ascertain the presence of measurement errors.

Excess of Data

Example 3.9 data introduces a second limitation of the
n-product formula: there is no provision on how to deal
with an excess of data. And due to the unavoidable pres-
ence of measurement errors, it is not good practice to
keep only just sufficient data to apply the n-product
formula even when the data set includes the metals best
separated in the process unit.

TABLE 3.2 Error Propagation Example

Feed Concentrate Tailings
Zn 1.0 6.7 93.3
Cu 1.0 4.5 95.5
Fe 1.0 —96.2 196.2

Since an excess of data reveals measurement errors,
there is a need for a mass balancing method which can
deal with data in excess.

More than One Process Unit

Another limitation of the n-product formula is that it deals
with only one process unit or group of process units. The
formula does not apply to more complex problems.

In the process flow diagram of Figure 3.34, the feed
flowrate is measured and Cu has been assayed on each of
the 6 stream samples. The question is: can we apply the
n-product formula to estimate the non-measured flowrates
and complete the mass balance?

Applying the 2-product formula on process unit A, it
is possible to calculate the flowrate of each of the 2 out-
going streams. Considering that the flowrate of the feed
stream to process unit B is now known, the 2-product for-
mula provides values of the 2 outgoing stream flowrates
of process unit B.

As a result of the above calculations, we now have an
excess of data for process unit C, since the only unknown
flowrate is for the outgoing stream. Consequently the
2-product formula fails to complete the mass balance
calculation.

It is worth noticing that selecting any other path in the
applications of the 2-product formula would have ended
up in the same situation: an excess of data preventing the
completion of the mass balance calculation. There are
various ways to address this kind of issue and to complete
the mass balance, but the point is that the n-product for-
mula is not sufficient.

No Correction of Measurement Errors

The n-product formula closes the mass balance and pro-
vides values for the non-measured flowrates; hence it

Mass flow rate
sensor

[}> Sampling point

FIGURE 3.34 Flow diagram example.



gives access to key performance indicators such as the
solid split and the metal recovery.

We have seen, however, that the n-product formula
propagates measurement errors onto the calculated flow-
rate values. Another drawback is that it does not correct
the measurement errors. In the example of Table 3.2 and
without any indication about the uncertainties associated
with Zn and Cu assays, there is no reason to trust more the
solid split value calculated with the Zn assays than with
the Cu assays. Obviously there is something very wrong
with the Fe assays, but there is no way to identify which of
the feed, concentrate or tailings stream sample is culprit.

For all the above reasons, the n-product formula can-
not be considered any longer as a mass balancing method.
The following section presents a more sound approach to
mass balancing in presence of measurement errors.

3.6.2 Node Imbalance Minimization

In the Node Imbalance Minimization method, the mass
conservation equations are written considering the devia-
tion to rigorous mass conservation due to measurement
errors (Finch and Matwijenko, 1977; Lynch, 1977;
Tipman et al., 1978; Klimpel, 1979). For the simple case
of a process unit with one feed and two products, the
mass conservation equations are:

WF - WC - WT = IW (334)

WFXF - chc - WTXT = IX (335)

where the W’s stand for the mass flowrates and the x’s for
the metal assays; Iy and I, are the node imbalances
(errors) for the mass of solids and the mass of metal of
interest, respectively. Additional equations can be written
for each assayed metal of interest and/or each process
unit.

In a given mass balance, the total number of mass
conservation equations is therefore a function of the num-
ber of process units and metals assayed. For the flow dia-
gram of Figure 3.34 and assuming three metals have been
assayed, the total number of mass conservation equations
would be: 3 process units X (1 solid equation + 3 assay
equations) = 12 equations. Assuming that the feed flow-
rate is known, then the total number of unknown is 5: the
solid mass flowrates of the other streams.

Typically there are more equations than unknowns
and, as a consequence, there is not a unique solution that
satisfies all equations. The best mass flowrate estimates,
Wk, are those which minimize the following criterion:

S= 2 B+ 33 @)
J i

In the above equation, i stands for an assayed metal
and j for a process unit.

(3.36)
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The calculation of these best estimates requires the
calculation of the derivatives of S for each of the
unknowns, that is, the non-measured solid mass flowrates.
The best estimates are those unknown variable values for
which the derivatives are all together equal to zero:

6S

_=O

SWr (3.37)

It is worth noting that with the obtained best estimates
the mass conservation equations are not rigorously veri-
fied; essentially, the node imbalances are only minimized.
By experience, the estimates obtained by this method are
as good as the measured values used for the calculation
are themselves (Example 3.10).

Example 3.10

For the example data set in Table ex 3.9, apply the Node
Imbalance Minimization method to estimate the solid split
value and compare it with the 2-product formula estimates.

Solution

In this example there is one process unit and three
metals assayed; hence, there are four mass conservation
equations and hence four imbalances. The criterion S can
be written as:

S=WZ+ W2+ W2 —=2WrWc—2WrWr+2WcWr
3 3 3
+ WgZXEi + W(Z:ZXZO + W%ZX%
=1 =1 =1

3 3 (3.38)
—2WEe WCZXFIXCI —2WFr WTZXHXTI
=

=
3

+2We WTZXCI’XTI'
=

where i stands for the assayed metal.
The derivatives of S for W and Wy are then:

5S 3
SWe =2 (WCfWFJrWTJrWC;xé-

3 3
- We Z Xrixci + Wr Z XCIXTi> =0

i=1 i=1

(3.39)

58 ’
é‘WT:z (WT—WF+WC+WT;X%

3 3
- WEe ZXFiXTi + Wc ZXCiXTi) =0

i=1 i=1

(3.40)

Now, the solid split value can be obtained from the
above 2 equations:

3 3 3 3
W (1 +> XF;XT><1 +> xé) - <1 +> XfoC;><1 +> XQ’XTD
Wr_\ = i= i= i=
W 3 3 3 2
(1 + Zx%,) (1 + ZXé) - <1 +ZXC,‘XT,‘>
i= =

=1
We A
de M1
VYA Wi

(3.41)
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Using the data set of Table ex 3.9, Table ex 3.10 is derived.

The results of Table ex 3.10 show that the method is
sensitive to the accuracy of the metal assays. Indeed, the
Fe assay is bad as demonstrated by the application of the
2-product formula (see Table 3.2).

TABLE EX 3.10 Node Imbalance Example

V(%) e (%)
Using Zn, Cu and Fe 80.8 19.1
Using Zn and Cu 93.1 6.87
Using Zn only 93.3 6.67
Limitations

The node imbalance minimization method solves two
issues with the n-product formula:

® [t handles data in excess
® It works for more than one process unit at a time

However, the method exhibits 2 limitations:

® [t is sensitive to measurement errors as can be seen in
Example 3.10

® It only provides estimates of the non-measured solid
flowrates; measured flowrate values and assay values
are not adjusted

An extension of the method aims to decrease the influ-
ence of bad measurements. The criterion node imbalance
terms are weighted according to the presence or absence
of gross measurement errors.

3.6.3 Two-step Least Squares Minimization

The 2-step least squares minimization method proposes a
way to adjust and correct metal assays for the measure-
ment errors that affect them (Wiegel, 1972; Mular, 1979).
It is a compromise between the limitations of the node
imbalance minimization method (Section 3.6.2) and the
complexity of the generalized least squares minimization
method (Section 3.6.4).

In the node imbalance method, the deviations to the
mass conservation of solids and of metals are considered
all together. The obtained estimated flowrate values mini-
mize the deviations to all the mass conservation equations.

In the 2-step least squares method, flowrate values
that rigorously verify the mass conservation equations of
solids and, at the time, minimize the deviations to the
mass conservation equations of metals, are first estimated.

In a second step, corrected values of metal assays that rig-
orously verify the mass conservation equations of metals
are estimated.

To achieve, taking Eqs. (3.23) and (3.24) as an exam-
ple, the mass conservation equations are re-written as:

W We 5
Wy Wy
W, W,
xp = Wixc + (1 - Wi) xr (3.43)

and the node imbalance equations for metals become:

W, 14
xXp — Wixc - (1 — Wi) xr =1, (3.44)
or:
14
(xp = x7) = - (e —x1) = Ly (3.45)
F

The general problem can now be stated as: find the
best estimate of %—i which minimizes the sum of squared
imbalances I, for all nodes and assayed metals:

=530

By comparison with the node imbalance minimization
method, the criterion only contains the node imbalances
for metals and the search variables are a set of indepen-
dent relative solid flowrates. Similar to the node imbal-
ance minimization method, the calculation of the best
estimates of the independent relative solid flowrates
requires the calculation of the derivatives of S for each of
the unknowns, that is, the independent relative solid flow-
rates. The best estimates are those values for which the
derivatives are all together equal to zero. Due to the way
the node imbalances for metals are written (Eq. (3.45)),
the mass conservation of relative solid flowrates is rigor-
ously verified for the estimated relative solid flowrate
values.

Having determined %—E, assuming the feed solid flow-
rate Wy is measured, it is possible to estimate W and
Wy. All these flowrate values rigorously verify their mass
conservation equations.

In a second step, it is possible to adjust the metal
assay measured values (x) to values (X) that verify their
own mass conservation equations as well. Let us call r,
the required adjustment for each metal assay value, then
it follows that:

(3.46)

(3.47)

Fy=Xx—2X

and since:

L We o
(& = %1) = 3~ (fe = ¥1) =0 (3.48)
F



it follows by difference with Eq. (3.45) that:

W
— (e =) =0

W, (3.49)

I — (er - rxr)
The problem is now to find the values of r, which
minimize the following least squares criterion:

I,
i

under the equality constraint K of Eq. (3.49). In
Eq. (3.50), i stands for the number of streams (or samples)
and j for the number of assayed metals. The problem is
best solved using the Lagrange technique where the crite-

rion becomes:
L= YR Y
i k

where k is the number of nodes (or mass conservation
equations), and ) is the Lagrange coefficient of equality
constraint K.

The problem is solved by calculating the derivatives of
L for each of the unknown, that is, r)’;j and ). Criterion L is
minimal when all its derivatives are equal to zero, which
leads to a set of equations to be solved. Solving the set of
equations provides the best estimates of the ”;ic,» values, that
is, the adjustments to the measured assay values which
will make the adjusted assay values coherent from a mass
conservation point of view (Example 3.11).

(3.50)

(3.51)

Limitations

The 2-step least squares minimization method has the
advantage over the previous methods of providing
adjusted assay values that verify the mass conservation
equations. The method remains simple and can easily be
programmed (e.g., using Excel Solver) for simple flow
diagrams.

Although presenting significant improvements over
the previous methods, the 2-step method is not mathemat-
ically optimal since the mass flowrates are estimated from
measured and therefore erroneous metal assay values.
Measurement errors are directly propagated to the esti-
mated flowrate values. In other words, the reliability of
the estimated flowrate values depends strongly on the reli-
ability of the measured assay values. The equations could,
however, be modified to include weighting factors with
the objective of decreasing the influence of poor assays.

3.6.4 Generalized Least Squares
Minimization
The generalized least squares minimization method pro-

poses a way to estimate flowrate values and adjust metal
assay values in a single step, all together at the same time
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(Smith and Ichiyen, 1973; Hodouin and Everell, 1980).
There is also no limitation on the number of mass conser-
vation equations.

The mass conservation equations are written for the
theoretical values of the process variables. The process
variable measured values carry measurement errors and
hence do not verify the mass conservation equations. It is
assumed that the measured values are unbiased, uncorre-
lated to the other measured values and belong to Normal
distributions, N(u,0). The balances can be expressed as
follows:

Wi =W:+ Wi (3.52)

Wi xp = W xi + Wi Xy (3.53)

where * denotes the theoretical value of the variable.
Since the theoretical values are not known, the objective
is to find the best estimates of the theoretical values. With
the statistical assumptions made, the maximum likelihood
estimates are those which minimize the following general-
ized least square criterion:

= ST e S
i j J i

Xij

(3.54)

where the A denotes the best estimate value and o is the
variance of the measured value.

It is evident that the best estimates must obey the
mass conservation equations while minimizing the gener-
alized least squares criterion S. Therefore, the problem
consists in minimizing a least squares criterion under a
set of equality constraints, the mass conservation equa-
tions. Such a problem is solved by minimizing a
Lagrangian of the form:

(3.55)

where )\, are the Lagrange coefficients, and K the mass
conservation equations.

As seen previously, the problem is solved by calculat-
ing the derivatives of L for each of the unknowns, that is,
the W, x and the . Criterion L is minimal when all its
derivatives are equal to zero, which leads to a set of equa-
tions to be solved. Solving the set of equations provides
the best estimate values W and X, which verify the mass
conservation equations. It is important to note that even
non-measured variables can be estimated, since they
appear in the mass conservation equations of the
Lagrangian, as long as there is the necessary redundancy.

In Eq. (3.55), the variance of the measured values, 02,
are weighting factors. An accurate measured value being
associated with low variance cannot be markedly adjusted
without significantly impacting the whole criterion value. In
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Example 3.11

For the example data set of Table ex 3.9 apply the 2-step least
squares minimization method to estimate the solid split value
and compare it with the 2-product formula and node imbal-
ance estimates. Calculate the adjusted metal assay values and
compare with the measured values.

Solution
In the present case, Eq. (3.46) is:

3 2
5= ijZj(lif - ; [(XF,—XT)—%(xC,—xT,)}

where j stands for Zn, Cu and Fe. Deriving S for the unknown

we = jif gives
3
%SC =2 Z |:(XF/ —XT/)_ WC(XC/ _XT/)}<XC/ —XT/) =0

j=1

The solution of which is:

3

(X — x1)(xc, — x7)
_ We _j=1
We=—=

We

3
> (xg—x1)
=1

Using the data set of Table ex 3.9, Table ex 3.11a is derived.

The results of Table ex 3.11a show that the method is
much less sensitive to the accuracy of the metal assays than
the results of the node imbalance method shown in Table ex
3.10. Having determined the solid split, the next step is to
adjust the metal assay values to make them coherent with the
calculated solid split and coherent from a mass conservation
point of view.

In the present case, Eq. (3.51) is:

3 3
L= z:(r)‘(F)2 + (r)’(()2 + (rir)z + Z A |:I)'( - (r)’(F - I‘ir)
i=1 i=1

—welr, —rg )}

and the derivatives for each variable are:

TABLE EX 3.11a Two-step Least Squares
Minimization Example

(%) e %)
Using Zn, Cu and Fe 93.4 6.57
Using Zn and Cu 93.3 6.67
Using Zn only 93.3 6.67

TABLE EX 3.11b Adjustment Distribution (%)

Feed Concentrate Tailings
Zn 0.68 0.00 —5.07
Cu —4.72 0.08 5.04
Fe —7.48 0.39 6.17
oL ;
d—r)l(.F :err + )\iWC =0
oL ;
— =2, + \(1— =0
d r),(T X I( WC)
SL . ) ) ) )
an =1, = (ry, —ry) =~ welr, — 1) =0
Solving the system of equations leads to:
po_ o ho
o+ wg A+ (—we)
i — lwe
e T TR w4 (1—wo)?
We (T—wc)
. _ Ir' 1—
ho= (1 —wc)

T+ w2 +(1—-we)

oL i
P 2r, —Ai=0 and the numerical solution is:
.
I Adjustments r, Adjusted values 9(,’
Feed Concentrate  Tailings Feed Concentrate  Tailings

Zn 0.049885 0.049885 0.049885 0.049885 3.903426  52.0717466 0.514828
Cu —0.01418 —0.01418 —0.01418 —0.01418 0.167552 0.65950362 0.132944
Fe —1.62385 —1.62385 —1.62385 —1.62385 12.43504 14.6131448 12.28181

Table ex 3.11b shows a comparison of the measured
assays (Table ex 3.9) with the adjusted ones where
adjustment = (measured — adjusted)/measured as a percent.

Note the concentrate stream assays are barely adjusted by
comparison with the other 2 stream assays.




contrast, a bad measured value associated to a high standard
deviation can be significantly adjusted without impacting
the whole criterion value. Hence, adjustments, small or
large, will be made in accordance to the confidence we
have in the measured value whenever possible considering
the mass conservation constraints that must always be veri-
fied by the adjusted values (Example 3.12).

While Example 3.12 presents the calculations in detail
for a simple case, there exists a more elegant and generic
mathematical solution that can be programmed. The solu-
tion uses matrices and requires knowledge in matrix
algebra.

Example 3.12

For the example data set of Table ex 3.9 apply the general-
ized least squares minimization method to estimate the
solid split value and compare it with the 2-step least squares
minimization estimate. Calculate the adjusted metal assay
values and compare with the measured values.

Solution
In the present case, the Lagrangian is:

3. 31 (i —Ki) 3
- i Xij
L S S
j=1 i=1 Xij i=1
There is no measured mass flowrate, there are 3 stream
samples with 3 metal assays each and there are 3 mass con-
servation equations:

. We, Wel .
XF = = XG + | 1——= XT;
We We

where j stands for Zn, Cu, or Fe, and the problem variables
are: \;, Xj, and w¢ = %
. . F .
The Lagrangian derivatives are:

oL
dwe

3
== (k¢ —%7)=0
i=1

where i stands for Zn, Cu or Fe, for a total of 13 equa-

Sampling, Control, and Mass Balancing Chapter | 3 77

i i

S =t Xk, — XcWe — xr.(1 — We) % We

G — XG ') 2 )
1 we (—wc) o
7, + o<+ 5 Xc;

o
X X
i ] Ti

~ XF—XC,.VAVC—XT,. 1—Wc) ]_WC
XT/.=XT’,+ . ( X

2 5 )
W, T—w

021 + ch ( = c) UXT,-
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where i stands for Zn, Cu or Fe.
Therefore, it is only required to find the best value of W¢
and the algorithm consists in:
1. Assuming an initial value for Ww¢
2. Calculating the X;; values
3. Calculating the criterion S of Eq. (3.54)
4. lterating on the value of W¢ to minimize the value of S

The solution is given in Table ex 3.12a for variance
values all equal to 1 for simplicity. The initial solid split w¢
has been estimated at 6.67% (based on result in Example
3.11).

Table ex 3.12b shows a comparison of the measured
assays with the adjusted ones. The obtained results are simi-
lar to the ones obtained with the previous method.

TABLE EX 3.12a Generalized Least Squares
Minimization Example

Feed Concentrate Tailings
Zn 3.89 52.1 0.527
Cu 0.167 0.660 0.133
Fe 12.4 14.6 12.3

TABLE EX 3.12b Adjustment Distribution (%)

Feed Concentrate Tailings
Zn (%) 1.00 0.00 —7.47
Cu (%) —4.64 0.07 4.96
Fe (%) —7.47 0.38 6.17

3.6.5 Mass Balance Models

tions and 13 unknowns. It can be shown that once the
value of Ww¢ is known then there is an analytical solu-
tion for X;;:

e = x _XF,_XC,WC_XT,U_WC) 1
i 1y e () o2
ot 2+ = XF;

X xc; XT;

The formulation of the generalized least squares minimi-
zation method enables resolving complex mass balance
problems. The Lagrange criterion consists of 2 types of
terms: the weighted adjustments and the mass conserva-
tion constraints. The criterion can easily be extended to
include various types of measurements and mass conser-
vation equations.
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The whole set of mass conservation equations that
apply to a given data set and mass balance problem is
called the mass balance model. Depending on the per-
formed measurements and sample analyses, the following
types of mass conservation equations may typically apply
in mineral processing plants:

® Conservation of slurry mass flowrates

® Conservation of solid phase mass flowrates

e Conservation of liquid phase mass flowrates (for a
water balance, for instance)

® Conservation of solid to liquid ratios

e Conservation of components in the solid phase (e.g.,
particle size, liberation class)

e Conservation of components in the liquid phase (in
leaching plants, for instance)

There are also additional mass conservation con-
straints such as:

® The completeness constraint of size or density distri-
butions (the sum of all mass fractions must be equal to
1 for each size distribution)

® Metal assays by size fraction of size distributions

® The coherency constraints between the reconstituted
metal assays from assay-by-sizes and the sample metal
assays

All these constraint types can be handled and pro-
cessed by the Lagrangian of the generalized least squares
minimization algorithm. As mentioned, all the necessary
mass conservation equations for a given data set consti-
tute the mass balance model.

Feed /D

Tailings

Concentrate

(@)

It is convenient to define the mass balance model using
the concept of networks. Indeed, the structure and the num-
ber of required mass conservation equations depend on the
process flow diagram and the measurement types.
Therefore, it is convenient to define a network type by pro-
cess variable type, knowing that the structure of mass con-
servation equations for solid flowrates (Eq. (3.23)) is
different from that of metal assays (Eq. (3.24)), for example.

Not only does a network type mean a mass conserva-
tion equation type, but it also expresses the flow of the
mass of interest (solids, liquids, metals. . .).

For the 2-product process unit of Figure 3.33, assuming 3
metals (Zn, Cu, and Fe) have been assayed on each stream,
then Figure 3.35 shows the 2 networks that can be developed,
one for each equation type (Eqgs. (3.23) and (3.24)).

For the more complex flow diagram of Figure 3.34,
assuming again 3 metals (Zn, Cu, and Fe) have been
assayed on each of the 6 streams, then Figure 3.36 shows
the 2 networks that can be developed.

Assuming a fourth metal, Au for example, has been
assayed on the main Feed, main Tailings and main
Concentrate streams only, then a third network should be
developed for Au as shown in Figure 3.37.

Networks are conveniently represented using a matrix
(Cutting, 1976). In a network matrix, an incoming stream
is represented with a + 1, an outgoing stream with a—1
and any other stream with a 0. For the networks of
Figure 3.35 and Figure 3.36, the network matrices are,
respectively:

M=[1 -1 -1] (3.56)
Feed /A\ Tailings
Concentrate

(b)

FIGURE 3.35 Mass conservation networks for the flow diagram of Figure 3.33: (a) For solids, and (b) For metal (in this case they are the same).

Feed (&)

Tailings

(a) Concentrate

FIGURE 3.36

Feed (8) Tailings

(b) Concentrate

Mass conservation networks for the flow diagram of Figure 3.34: (a) For solids, and (b) For metal (again, they are the same in this case).
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FIGURE 3.37 Mass conservation networks for Au in the flow diagram
of Figure 3.34.

and
1 -1 -1 0 0 0 | for node A
M=10 1 0 -1 -1 0 | fornode B
0 O 1 0 1 —1 | for node C
(3.57)

Each row represents a node; each column stands for a
stream. Equations (3.56) and (3.57) expressed in a matrix
form become:

MyW =0 (3.58)

MW, X; =0 (3.59)

where My, and M, are the network matrices for the solid
network and the metal assay network, W is the column
matrix of solid mass flowrates, W, the diagonal matrix of
the solid mass flowrates used in the metal assay network,
and X; the column matrix of metal assay i on each stream
of the metal assay network (i stands for Zn, Cu and Fe)
(Example 3.13).
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3.6.6 Error Models

In the generalized least square minimization method,
weighting factors prevent large adjustments of trusted
measurements and, on the contrary, facilitate large adjust-
ments of poorly measured process variables. Setting the
weighting factors is the main challenge of the method
(Almasy and Mah, 1984; Chen et al., 1997; Darouach
et al., 1989; Keller et al., 1992; Narasimhan and Jordache,
2000; Blanchette et al., 2011).

Assuming a measure obeys to a Normal distribution,
the distribution variance is a measure of the confidence
we have in the measure itself. Hence, a measure we trust
exhibits a small variance, and the variance increases when
the confidence decreases. The variance should not be
confused with the process variable variation, which also
includes the process variation: the variance is the repre-
sentation of the measurement error only.

Measurement errors come from various sources and
are of different kinds. Theories and practical guidelines
have been developed to understand the phenomenon and
hence render possible the minimization of such errors as
discussed in Section 3.2. A brief recap of measurement
errors as they pertain to mass balancing will help drive
the message home.

Errors fall under two main categories: systematic
errors or biases, and random errors. Systematic errors are
difficult to detect and identify. First, they can only be sus-
pected over time by nature and definition. Second, a

Example 3.13

A survey campaign is being designed around the grinding cir-
cuit in Figure ex 3.13. For the location of flow meters and
samplers, and for the analysis types performed on the samples,
develop the mass conservation networks for each data type
and mass conservation equation type that apply.

Solution
With the slurry feed flowrate to the grinding circuit being
measured, water addition stream flowrates being measured
and % solids in slurry being measured, the slurry and water
mass balances can be calculated and associated measured
values adjusted. The mass conservation equations that apply
obey to the Slurry and Water Mass Conservation Networks are
given in Figure ex 3.13-S.

The mass conservation equations for the dry solid obey the
same network except water addition streams are removed.

Mass size fractions are not conserved through grinding
devices (SAG mill and ball mills). Therefore there is no mass
conservation equation for size fractions around the grinding
devices and consequently there is no node for grinding
devices in mass size fraction networks. The same reasoning
applies to Cu-by-size fractions.

The (overall) Cu on stream samples is conserved through
grinding. Since Cu has been assayed only on the SAG mill
feed and the cyclone overflows feeding the flotation circuit,
the mass conservation network for Cu on stream samples con-
sists of only one node.

Assuming eleven sieves have been used for measuring the
size distributions, then the total system of mass conservation
equations consist in:
® Seven mass conservation equations for slurry flowrate

variables
Seven mass conservation equations for % solids variables
Seven mass conservation equations for water flowrate
variables
® Seven mass conservation equations for solid flowrate
variables

® Forty eight (4 nodes X 12 mass fractions) mass conserva-
tion equations for size fractions

® Forty eight mass conservation equations for Cu-by-size
fractions

e One mass conservation equation for Cu

for a total of 135 equations and 316 variables.
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FIGURE EX 3.13  Grinding circuit showing sampling points.
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FIGURE EX 3.13-S The networks corresponding to Figure ex 3.13
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source of comparison must be available. That is achiev-
able to some extent through data reconciliation (Berton
and Hodouin, 2000). A bias can be suspected if a measure
over time is systematically adjusted to a lower (or higher)
value. Once a bias is detected and identified, the bias
source and the bias itself should be -eliminated.
Remember, the generalized least square method is a sta-
tistical method for data reconciliation by mass balancing
and bias is a deterministic error, not a statistical variable,
and is therefore a non-desired disturbance in the statistical
data processing.

Measurement errors can also be characterized by their
amplitude, small and gross errors, and by the frequency
distribution of the measure signal over time: low fre-
quency, high frequency or cyclical. Although there is no
definition for a gross error, gross errors are statistically
barely probable. As such, if a gross error is suspected it
should be corrected before the statistical adjustment is
performed. Typically, gross errors have a human source
or result from a malfunctioning instrument.

Measurement errors originate from two main sources:
sampling errors, and analysis errors. Sampling errors
mainly result from the heterogeneity of the material to
sample and the difficulty in collecting a representative
sample; analysis errors result from the difficulty to ana-
lyze sample compositions. The lack of efficiency of the
instruments used for measuring process variables also
contributes to measurement errors. Analysis errors can be
measured in the laboratory and therefore the variance of
the analysis error is estimable. Sampling errors are tricky
to estimate and one can only typically classify collected
samples from the easiest to the more difficult to collect.
Assuming systematic and gross errors have been elimi-
nated, then purely random measurement errors can be
modeled using 2 functions: one that represents the sam-
pling error and the other one that represents the analysis
error. The easiest model is the so-called multiplicative
error model where the analysis error variance (03;) is
multiplied by a factor (kgg) representing the sample repre-
sentativeness or sampling error: the higher the factor
value, the less representative the sample.

o2y = kspohy (3.60)

The multiplicative error model can serve as a basis to
develop more advanced error models.

3.6.7 Sensitivity Analysis

The remaining unknown, once a mass balance is obtained
for a given set of measured process variables and mea-
surement errors, iS: how trustable are the mass balance
results or is it possible to determine a confidence interval
for each variable estimated by mass balance? That is the
objective of the sensitivity analysis.
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Assuming systematic and gross errors have been elim-
inated, and measurement errors are random and obey to
Normal distributions, there are two main ways to deter-
mine the variance of the estimated variable values (stream
flowrates and their composition): Monte Carlo simulation,
and error propagation calculation. Each method has its
own advantages and disadvantages; each method provides
an estimate of the variance of the adjusted or estimated
variables.

In the Monte Carlo simulation approach (Laguitton,
1985), data sets are generated by disturbing the mass bal-
ance results according to the assumed error model. Each
new data set is statistically reconciled and the statistical
properties of the reconciled data sets determined.

In the error propagation approach (Flament et al.,
1986; Hodouin et al., 1989), the equations through which
measurement errors have to be propagated are complex
and therefore it is preferable to linearize the equations
around a stationary point. Obviously, the obtained mass
balance is a good and valid stationary point. The set of
linearized equations is then solved to determine the vari-
able variances. This method enables the calculation of
covariance values, a valuable feature for calculating con-
fidence intervals around key performance indicators, for
instance.

From a set of measured process variables and their
variances, therefore, it is possible to determine a set of
reconciled values and their variances:

(W) | _ [ (%)

2 I 2

It can be demonstrated that the variance of the
adjusted values is less than the variance of the measured
values. While the variance of the measured values contri-
butes the most to the variance of the adjusted values, the
reduction in the variance values results from the statistical
information provided. The data redundancy and the topol-
ogy of the mass conservation networks are the main con-
tributors to the statistical content of the information
provided for the mass balance calculation.

(3.61)

3.6.8 Estimability and Redundancy Analysis

We have seen with the n-product formula that n—1
components need be analyzed on the n+ 1 streams
around the process unit to estimate the n product stream
flowrates, assuming the feed stream flowrate is known
(or taken as unity to give relative flowrates). The
n-product formula is the solution to a set of n equations
with 7 unknowns.

In such a case, there are just enough data to calculate
the unknowns: no excess of data, that is, no data
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redundancy, and the unknowns are mathematically esti-
mable. A definition of redundancy is therefore:

A measure is redundant if the variable value remains esti-
mable should the measured value become unavailable.

It follows from the definition that the measured value
is itself an estimate of the variable value. Other estimates
can be obtained by calculation using other measured vari-
ables and mass conservation equations.

With the n-product formula, determining data redun-
dancy and estimability is easy. In complex mass balances,
determining data redundancy and estimability is quite
tricky (Frew, 1983; Lachance and Flament, 2011).
Estimability and redundancy cannot be determined just by
the number of equations for the number of unknowns. It
is not unusual to observe global redundancy with local
lack of estimability (Example 3.14).

What are the factors influencing estimability and
redundancy? Obviously, from Example 3.14, the number
of measured variables is a strong factor, but it is not the
only one. The network topology is also a factor. In the
case of Example 3.14, if one of the product streams of
unit B was recycled to unit A, then, with two metals ana-
lyzed on each stream, all the metal analyses would be
redundant and adjustable.

It is worth noting that analyzing additional stream
components does not necessarily increase redundancy and
enable estimability. A component that is not separated in
the process unit has the same or almost same concentra-
tion in each stream sample. The associated mass conser-
vation equation is then similar (collinear) to the mass
conservation of solids preventing the whole set of equa-
tions to be solved.

Estimability and redundancy analyses are complex
analyses that are better performed with mathematical
algorithm. However, the mathematics is too complex to
be presented here.

3.6.9 Mass Balancing Computer Programs

It might be tempting to use spreadsheets to compute mass
balances. Indeed, spreadsheets offer most of the features
required to easily develop and solve a mass balance prob-
lem. However, spreadsheets are error prone, expensive to
troubleshoot and maintain over time, and become very
quickly limited to fulfill the needs and requirements of
complex mass balances and their statistics (Panko, 2008).
There exist several providers of computer programs
for mass balance calculations for a variety of prices.
While all the features of an advanced solution may not be
required for a given type of application (research, process
survey, modeling and simulation project, on-line mass
balancing for automatic control needs, rigorous

Example 3.14

In the following mass balance problem (Figure ex 3.14),
determine the estimability and redundancy of each variable
entering the mass balance considering the Feed stream
mass flowrate is measured and:

1. One metal has been analyzed on each sample;

2. Two metals have been analyzed on each sample.

Solution

When one metal is analyzed on each of the 6 streams:
There are 4 equations (2 for the mass flowrates and
2 for the metal assay) and 5 unknowns. The system
is globally underdetermined since there are not
enough equations for the number of unknowns.
Around node A, the 2-product formula can be
applied and therefore the mass flowrates of unit A
products can be estimated. However, around node
B, a 3-product formula cannot be applied since only
one metal assay has been performed. Unit B product
stream flowrates are not estimable. Metal assays are
not redundant and cannot be adjusted by statistical
data reconciliation.

When two metals are analyzed on each of the 6 streams:
There are a total of 6 equations and 5 unknowns. The
system is therefore globally redundant and estimable a
priori. Around node A, the 2-product formula can be
applied with each metal assay and therefore the two
product stream mass flowrates are estimable and the
metal analyses on the 3 streams around unit A
are redundant and adjustable. Around node B, the
3-product formula can be applied and therefore the 3
product stream mass flowrates are estimable now that
the mass flowrate of the feed stream to unit B is known.
However, the metal analyses are not redundant and not
adjustable.

- _>

FIGURE EX 3.14 The circuit.

production and metallurgical accounting), a good com-
puter program should offer:

® An easy way to define, list and select mass conserva-
tion equations
® An easy way to define error models



® Visualization and validation tools to quickly detect
gross errors

® A sensitivity analysis tool

® An estimability and redundancy analysis tool

e Statistical tools to validate the error models against
the adjustments made

Furthermore, depending on the mass balance types
and application, the program should provide:

e Support for complete analyses (e.g., size distributions)
® Support for assay-by-size fractions

e Connectivity to external systems (archiving databases,
Laboratory Information Management Systems) for
automated data acquisition

® Automated detection and removal of gross errors

® Automated configuration of mass conservation models

® A reporting tool

® A dedicated database to support ancillary requirements

® Trend analysis

e Multi-mass balance capabilities

Additional information can be found in Crowe
(1996), Romagnoli and Sanchez (1999) and Morrison
(2008).

3.6.10 Metallurgical Balance Statement

One principal output of the sampling, assaying, mass bal-
ancing/data reconciliation exercise is the metallurgical
balance, a statement of performance over a given period:
a shift, a day, a week, etc. Assuming that the reconciled
data in Example 3.12 correspond to a day when through-
put was 25,650t (measured by weightometer and cor-
rected for moisture), the metallurgical balance would look
something like in Table 3.3.

The calculations in the Wt (weight) column is from
the solid (mass) split using Eq. (3.25). It should be evi-
dent using the reconciled data in Table ex 3.12a that
regardless of which metal assay is selected to perform the
calculation that the result for solid split is the same
(including using Fe), giving W/Wg = 0.065. (In checking

TABLE 3.3 Metallurgical Balance for XY Zn
Concentrator for Day Z

Product | Wt (t) Grade (%) Distribution (%)
Zn Cu Cu Zn
Feed 25,650.0 3.89 0.17 100 100
Zn conc 1,674.1 52.07 0.66 87.35 25.71
Tailings 23,9759 0.53 0.13 12.65 74.29
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you will note that it is important to retain a large number
of significant figures to avoid “rounding errors”, rounding
at the finish to create the values given in Table 3.3.) From
the solid split the tonnage to concentrate is calculated by
multiplying by the feed solids flowrate (.e.,
25,650 X 0.065 = 1,674.1), which, in turn, gives the ton-
nage to tailings. The recovery to concentrate is given
using Eq. (3.27), and thus the recovery (loss) to tails is
known; together recovery and loss are referred to as “dis-
tribution” in the table. The information in the table would
be used, for instance, to compare performance between
time periods, and to calculate Net Smelter Return
(Chapter 1).

3.7 EXAMPLE MASS BALANCE
CALCULATIONS

Mass balancing based on metal assays has been described,
and used to illustrate data reconciliation. As noted, com-
ponents other than metal (or mineral) can be used for
mass balancing. The use of particle size and per cent
solids is illustrated; this is done without the associated
data reconciliation, but remember, this is always neces-
sary for accurate work.

3.7.1 Use of Particle Size

Many units, such as hydrocyclones and gravity separators,
produce a degree of size separation and the particle size
data can be used for mass balancing (Example 3.15).

Example 3.15 is an example of node imbalance mini-
mization; it provides, for example, the initial value for the
generalized least squares minimization. This graphical
approach can be used whenever there is “excess” compo-
nent data; in Example 3.9 it could have been used.

Example 3.15 uses the cyclone as the node. A second
node is the sump: this is an example of 2 inputs (fresh
feed and ball mill discharge) and one output (cyclone
feed). This gives another mass balance (Example 3.16).

In Chapter 9 we return to this grinding circuit example
using adjusted data to determine the cyclone partition
curve.

3.7.2 Use of Percent Solids

A unit that gives a large difference in %solids between
streams is a thickener (Examples 3.17); another is the
hydrocyclone (Example 3.18).

3.7.3 lllustration of Sensitivity of Recovery
Calculation

See Example 3.19.
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Example 3.15

The streams around the hydrocyclone in the circuit (Figure ex
3.15) were sampled and dried for particle size analysis with
the results in Table ex 3.15. Determine the solids split to
underflow and the circulating load.

Solution
Solids split: We can set up the calculation in the following
way, first recognizing the two balances:

Solids: F=O + U

Particle size: Ff=0O o+ Uu

where F, O, U refer to solids (dry) flowrate of feed, overflow
and underflow, and f, o, u refer to weight fraction (or %) in
each size class. Since the question asks for solids split to
underflow, U/F, we can use the solids balance to substitute for
O (=F — U) in the particle size balance. After gathering terms
and re-arranging we arrive at:

U_(f-o)
F (u—o)
COF
BMD CUF
NF CE

T
o

FIGURE EX 3.15 Grinding circuit, ball mill closed with a
hydrocyclone.

While this may seem that we could simply apply the two-
product formula, it is always advisable to set up the solution
starting from the basic balances. Attempting to remember for-
mulae is an invitation to error.

The estimates of U/F derived from each size class are
included in the table. This is another example where errors in
the data produce uncertainty in the mass balance. Note that
the two estimates that are far from the others, for the 105 pm
and 74 pm size fractions, correspond to situations where there
is little difference in data between the three streams, making
the calculation numerically unstable (if all three were equal
no solution can be found).

By re-arranging we can write:

(F-0)= Fw=0)

This has the form of a linear equation passing through
the origin (y =mx) where the slope is solids split U/F.
Figure ex 3.15-S shows the resulting plot and includes the
solids split resulting from linear regression using the func-
tion in Excel.

The plot agrees with expectation and the solids split is
therefore:

=0.616

-l <

Circulating load: While this is encountered and defined
later (e.g., Chapter 7), it is sufficient here to note it is given
by the flowrate returning the ball mill (U) divided by
the fresh feed rate to the circuit (N); that is, and
observing that N=0O (at steady state) we can write:

TABLE EX 3.15 Size Distribution Data Obtained on Cyclone Feed, Overflow and Underflow

Size* (um) CF COF CUF f-o u-o (f—0)/(u—o0)
+592 7.69 0.01 12.84 7.68 12.83 0.599
—592 +419 4.69 0.34 7.18 4.35 6.84 0.636
—419 + 296 6.68 0.7 9.96 5.98 9.26 0.646
—296 + 209 7.03 2.61 9.32 4.42 6.71 0.659
—209 + 148 11.29 7.63 13.6 3.66 5.97 0.613
—148 + 105 13.62 13.55 14.91 0.07 1.36 0.051
—105+74 11.39 11.52 10.42 —-0.13 —1.1 0.118
—74+53 9.81 15 7.19 —5.19 —7.81 0.665
—53 +37 5.65 9.37 3.32 =372 —6.05 0.615
—37 22.15 39.27 11.26 —17.12 —28.01 0.611
100 100 100
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FIGURE EX 3.15-S Plot of (f-o) vs. (u-0) to determine solids
split.
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U
= —
¢ O
We could approach the problem in the same way as we
did to solve for U/F (by substituting for F in this case). More
directly CL is given by noting that:

U=0.616 F andthus O=0.384F
giving:
U 0616
0 o038

Thus the circulating load is 1.60, often quoted as a per-
centage, 160%. We will see that this is typical value for a
closed ball mill-cyclone circuit (Chapters 7 and 9).

Example 3.16
At the same time as the streams around the cyclone were sam-
pled, the streams around the sump were also sampled, and
sized. The measurement results for two size classes, +592 pm
and —37 pm are given in the Table ex 3.16.

Determine the circulating load.

Solution

The mass balance equations for the sump are:
Solids: N+ B=F
Particle size: Nn+Bb=Ff
and CL= 2

and Cyclone Feed

TABLE EX 3.16 Raw (unadjusted) Size Distribution Data for New Feed, Ball Mill Discharge,

Combining equations to eliminate F we deduce that:
n—f
f—b
The estimates of CL are included in the table. Clearly, there

is error, the result for —37 pm even being negative. After recon-
ciliation the adjusted data and mass balance are given below:

CL=

592
—37

19.42
20.66

1.44
21.61

8.27
21.25

11.15
—0.59

6.83
—0.36

1.633
1.639

Clearly now the data do agree more closely with the result
in Example 3.15. By experience, mass balancing around the
sump is less reliable than around the cyclone.

n b f n-f f-b (n—f)/(f—b)
592 19.86 2.16 7.69 12.17 5.53 2.201
—-37 19.84 20.27 22.15 —2.31 1.88 —1.229

Example 3.19 raises a question as to how to estimate
the variance. In this case a relative standard deviation
(standard deviation divided by the mean) was taken and
assumed equal for all assays. The standard deviation could
be broken down into that associated with sampling and
that associated with assaying, or some other “error model”.

Regardless, there is some questioning of the common use
of relative standard deviation as the absolute standard
deviation decreases as the assay value decreases and some
would argue this is not realistic. Alternative error models
which avoid this have been suggested (Morrison, 2010),
but none appear to be universally accepted.
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Example 3.17

Feed to a thickener is 30% solids by weight and the under-
flow is 65% by weight. Calculate the recovery of water to
the overflow R, assuming no solids report to the overflow.

Solution
We can approach the problem in two ways: 1, starting with
a balance on the slurry, and 2, using dilution ratios. Using
F, O, U to represent feed, overflow and underflow flow-
rates, f, o, u to represent % solids (as a fraction), and sub-
scripts s/, s and w to represent slurry, solids, and water we
can write the appropriate balances.

Balances based on slurry: We can write three balances:

Slurry: Fy = Oy + Uy

Solids: Fyf; = Og0s + Ugus

Water: Fg/(1 = f5) = Oy(1 = 05) + Ug(1 — us)

and thus water recovery will be given by:

O/1—05 OS/ 1
Ryjo= —= X
W T R T—f Ry 11,

Since Uy does not appear in the recovery equation it
can be substituted by (F; — Og) from the slurry balance into
the water balance (this is effectively combining the two
equations). In this manner the ratio O,/F is obtained from
the water balance equation:

Oy _u—f,
Fsl Us

and thus R, is determined:

Us — fs
RW/O Us(] - fs)

Balances based on dilution ratios: Using dilution ratios
(Section 3.4) the water mass flowrate can be obtained, as
illustrated using the feed stream as an example:

Feed solids: Fy = Fyf;

Feed water: F,, = Fy(1 — f)

From the ratio: F,, = F, ! Ef*

Analogous expressions for water flowrate in the other
streams can be written. It will be noticed that the expression
for O,, in this example is not determinable (as O, and o, are
zero). Thus the R, is determined from:

U
Rw/o =1- F_‘:/V

After substituting by the dilution ratios and re-arranging

we obtain:

Us_fs

Ruto = 0= 1)

Thus the two approaches give the same result, as must
be the case.
Solving we obtain:
0.65—-0.30
0.65 % (1—0.3)
Ru/o =0.769 or 77%

Rw/o =

Example 3.18

Referring to Example 3.15, at the same time % solids data
were determined on each stream: feed, 55%; overflow,
41%; and underflow, 70%. Determine the split of solids to
underflow and the split of water to the underflow.

Solution

The problem could be set up starting with the slurry bal-
ance, but it lends itself to the dilution ratio approach. Using
the same symbolism as in Example 3.17 the dilution ratios
are:

100 — f. ,
Fo=F—F = F,f, = F(0.818)
S
100 — ,
O, = OSTOS — 0,0, = O4(1.439)
S
100 — ,
U = Us——— = Uy, = U4(0.429)

S

Solids split: The two balances are:
Solids: Fs = O, + U
Water: Fif, = Os0, + UsU,

giving:

Solids split: Ry/, = %

By combining equations to eliminate O; we derive:
f.—o, 0.818—1.439

u;,—o; 0.429-1.439

R/ = 0.614(0r 61.4%)

Rs/u =

This compares well with the estimate in Example 3.15,
which is often not the case using raw, that is, unadjusted
data; the % solids data could be included in mass balance/
data reconciliation, and must be if use is to be made of
stream values derived from those data.

Water split: The water split is:

Ry = L = Usts
MR RR,
0.429
=0. X =
Rw/u=0.614 0818

R s = 0.322(or 32.2%)

The water split to underflow, also referred to as water
recovery to underflow, is an important parameter in model-
ing the performance of a cyclone (Chapter 9).

Example 3.19

A concentrator treats a feed of 2.0% metal. Compare the

95% confidence interval on the recovery for the following

two conditions:

a. Producing concentrate grading 40% metal and a tailings
of 0.3% metal.




b. Producing concentrate grading 2.2% metal and a tail-
ings of 1.3% metal.

Take that the relative standard deviation on the metal
assays is 5% in both cases.

Solution a)
Recovery:
From Eq. (3.27): R=85.6%

Standard deviation on R:
Solving for Vx (Eq. (3.33)) gives:

Vk =0.14492(394.023V; + 0.001806 V. + 16044.44V,)

To insert the values of V;, V., and V, the relative standard
deviations must be changed to absolute values, o (remem-
bering the Eq. (3.33) is written in terms of fractions):

o¢= 5% of 2.0% = 0.1% (or 0.001);

0c = 5% of 40% = 2% (or 0.02);

and o, = 5% of 0.3% = 0.015% (or 0.00015)

Substituting gives (recalling that V = 6?):
Vkr =0.14492 (0.000394 + 7.225E—10 + 0.000361)
Vr=0.00011

That is: 0z =0.01046 (or 1.05%)

The standard deviation on the recovery is *1.05% or
an approximate 95% confidence interval of 2 X 1.05% or
2.1%. The recovery is best reported, therefore, as:

R=85.6*2.1%

Solution b)
Recovery:
From Eq. (3.27): R=85.6% (i.e., the same)

Standard deviation of R:
Solving for Vi (Eq. (3.33)):
Vk =3.11675(0.2025 V; +0.10124 V. + 0.02367 V;)

To insert the values of V;, V., and V, the relative standard
deviations must be changed to absolute values, o:

0f=5% of 2.0% = 0.1% (or 0.001);

0c=5% of 2.2% = 0.11% (or 0.0011);

and o, = 5% of 1.3% = 0.065% (or 0.00065)
Substituting gives (recalling that V = 6?):

Vk =3.11675(2.025E — 07 + 1.225E — 07 + 1E — 08)
Vk =0.01044

That is:
og =0.102(or 10.2%)
And the 95% confidence interval is:
R=285.6+20.4%

The much higher uncertainty in the Example 3.19 (b)
compared to a) again illustrates the greater uncertainty in
the value of the recovery when the metal (or any compo-
nent) is not well separated.
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Chapter 4

Particle Size Analysis

4.1 INTRODUCTION

Size analysis of the various products of a concentrator is
of importance in determining the quality of grinding, and
in establishing the degree of liberation of the values from
the gangue at various particle sizes. In the separation stage,
size analysis of the products is used to determine the opti-
mum size of the feed to the process for maximum effi-
ciency and to determine the size range at which any losses
are occurring in the plant, so that they may be reduced.

It is essential, therefore, that methods of size analysis
be accurate and reliable, as important changes in plant
operation may be made based on the results of these tests.
Since it is often the case that only relatively small
amounts of material are used in sizing tests, it is essential
that the sample is representative of the bulk material and
the same care should be taken over sampling for size
analysis as is for assaying (Chapter 3).

4.2 PARTICLE SIZE AND SHAPE

The primary function of precision particle analysis is to
obtain quantitative data about the size and size distribu-
tion of particles in the material (Bernhardt, 1994; Allen,
1997). However, exact size of an irregular particle cannot
be measured. The terms “length,” “breadth,” “thickness,”
or “diameter” have little meaning because so many differ-
ent values of these quantities can be determined. The size
of a spherical particle is uniquely defined by its diameter.
For a cube, the length along one edge is characteristic,
and for other regular shapes there are equally appropriate
dimensions.

For irregular particles, it is desirable to quote the size
of a particle in terms of a single quantity, and the expres-
sion most often used is the “equivalent diameter.” This
refers to the diameter of a sphere that would behave in
the same manner as the particle when submitted to some
specified operation.

The assigned equivalent diameter usually depends on
the method of measurement, hence the particle-sizing
technique should, when possible, duplicate the type of
process one wishes to control.

Wills’ Mineral Processing Technology.
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Several equivalent diameters are commonly
encountered. For example, the Stokes’ diameter is
measured by sedimentation and elutriation techniques,
the projected area diameter is measured microscopi-
cally, and the sieve-aperture diameter is measured by
means of sieving. The latter refers to the diameter of
a sphere equal to the width of the aperture through
which the particle just passes. If the particles under
test are not true spheres, and they rarely are in prac-
tice, this equivalent diameter refers only to their sec-
ond largest dimension.

Recorded data from any size analysis should, where
possible, be accompanied by some remarks which indi-
cate the approximate shape of the particles. Fractal anal-
ysis can be applied to particle shape. Descriptions such
as “granular” or “acicular” are usually quite adequate to
convey the approximate shape of the particle in
question.

Some of these terms are given below:

Acicular Needle-shaped

Angular Sharp-edged or having roughly polyhedral shape

Crystalline Freely developed in a fluid medium of geometric
shape

Dendritic Having a branched crystalline shape

Fibrous Regular or irregularly thread-like

Flaky Plate-like

Granular Having approximately an equidimensional
irregular shape

Irregular Lacking any symmetry

Modular Having rounded, irregular shape

Spherical Global shape

There is a wide range of instrumental and other meth-
ods of particle size analysis available. A short list of some
of the more common methods is given in Table 4.1,
together with their effective size ranges (these can vary
greatly depending on the technology used), whether they
can be used wet or dry and whether fractionated samples
are available for later analysis.

91



92 Wills’ Mineral Processing Technology

TABLE 4.1 Some Methods of Particle Size Analysis

Method Wet/ Fractionated Approx.

Dry Sample? Useful Size
Range (um)*

Test sieving Both Yes 5—100,000

Laser Both No 0.1-2,500

diffraction

Optical Dry No 0.2-50

microscopy

Electron Dry No 0.005—100

microscopy

Elutriation Wet Yes 5—45

(cyclosizer)

Sedimentation Wet Yes 1-40

(gravity)

Sedimentation Wet Yes 0.05—5

(centrifuge)

?A micrometer (micron) (um) is 1076 m.

4.3 SIEVE ANALYSIS

Test sieving is the most widely used method for particle
size analysis. It covers a very wide range of particle sizes,
which is important in industrial applications. So common
is test sieving as a method of size analysis that particles
finer than about 75 pm are often referred to as being in
the “sub-sieve” range, although modern sieving methods
allow sizing to be carried out down to about 5 pm.

Sieve (or screen) analysis is one of the oldest methods
of size analysis and is accomplished by passing a known
weight of sample material through successively finer
sieves and weighing the amount collected on each sieve to
determine the percentage weight in each size fraction.
Sieving is carried out with wet or dry materials and the
sieves are usually agitated to expose all the particles to the
openings. Sieving, when applied to irregularly shaped par-
ticles, is complicated by the fact that a particle with a size
near that of the nominal aperture of the test sieve may pass
only when presented in a favorable orientation. As there is
inevitably a variation in the size of sieve apertures due to
irregularity of weaving, prolonged sieving will cause the
larger apertures to exert an unduly large effect on the sieve
analysis. Given time, every particle small enough could
find its way through a very few such holes. The procedure
is also complicated in many cases by the presence of
“near-size” particles which cause “blinding,” or obstruc-
tion of the sieve apertures, and reduce the effective area of
the sieving medium. Blinding is most serious with test
sieves of very small aperture size.

The process of sieving may be divided into two stages.
The first step is the elimination of particles considerably
smaller than the screen apertures, which should occur
fairly rapidly. The second step is the separation of the so-
called “near-size” particles, which is a gradual process
rarely reaching completion. Both stages require the sieve
to be manipulated in such a way that all particles have
opportunities to pass through the apertures, and so that
any particles that blind an aperture may be removed from
it. Ideally, each particle should be presented individually
to an aperture, as is permitted for the largest aperture
sizes, but for most sizes this is impractical.

The effectiveness of a sieving test depends on the
amount of material put on the sieve (the “charge”) and
the type of movement imparted to the sieve.

A comprehensive account of sampling techniques for
sieving is given in BS 1017-1 (Anon., 1989a). Basically,
if the charge is too large, the bed of material will be too
deep to allow each particle a chance to meet an aperture
in the most favorable position for sieving in a reasonable
time. The charge, therefore, is limited by a requirement
for the maximum amount of material retained at the end
of sieving appropriate to the aperture size. On the other
hand, the sample must contain enough particles to be rep-
resentative of the bulk, so a minimum size of sample is
specified. In some cases, the sample will have to be sub-
divided into a number of charges if the requirements for
preventing overloading of the sieves are to be satisfied. In
some cases, air is blown through the sieves to decrease
testing time and decrease the amount of blinding occur-
ring, a technique referred to as air jet sieving.

4.3.1 Test Sieves

Test sieves are designated by the nominal aperture size,
which is the nominal central separation of opposite sides
of a square aperture or the nominal diameter of a round
aperture. A variety of sieve aperture ranges are used, the
most popular being the following: the German Standard,
DIN 4188; ASTM standard, E11; the American Tyler
series; the French series, AFNOR; and the British
Standard, BS 1796.

Woven-wire sieves were originally designated by a
mesh number, which referred to the number of wires per
inch, which is the same as the number of square apertures
per square inch. This has the serious disadvantage that the
same mesh number on the various standard ranges corre-
sponds to different aperture sizes depending on the thick-
ness of wire used in the woven-wire cloth. Sieves are now
designated by aperture size, which gives the user directly
the information needed.

Since some workers and the older literature still refer
to sieve sizes in terms of mesh number, Table 4.2 lists
mesh numbers for the British Standards series against



TABLE 4.2 BSS 1796 Wire-mesh Sieves

Mesh Nominal Mesh Nominal
Number | Aperture Size Number | Aperture Size
(um) (pm)
3 5,600 36 425
3.5 4,750 44 355
4 4,000 52 300
5 3,350 60 250
6 2,800 72 212
7 2,360 85 180
8 2,000 100 150
10 1,700 120 125
12 1,400 150 106
14 1,180 170 90
16 1,000 200 75
18 850 240 63
22 710 300 53
25 600 350 45
30 500 400 38

nominal aperture size. A fuller comparison of several
standards is given in Napier-Munn et al. (1996).

Wire-cloth screens are woven to produce nominally
uniform square apertures within required tolerances
(Anon., 2000a). Wire cloth in sieves with a nominal aper-
ture of 75 pm and greater are plain woven, while those in
cloths with apertures below 63 pm may be twilled
(Figure 4.1).

Standard test sieves are not available with aperture
sizes smaller than about 20 pm. Micromesh sieves are
available in aperture sizes from 2 pm to 150 pm, and are
made by electroforming nickel in square and circular
mesh. Another popular type is the “micro-plate sieve,”
which is fabricated by electroetching a nickel plate. The
apertures are in the form of truncated cones with the small
circle uppermost (Figure 4.2). This reduces blinding (a
particle passing the upper opening falls away unhindered)
but also reduces the percentage open area, that is, the per-
centage of the total area of the sieving medium occupied
by the apertures.

Micro-sieves are used for wet or dry sieving where
accuracy is required in particle size analysis down to the
very fine size range (Finch and Leroux, 1982). The toler-
ances in these sieves are much better than those for
woven-wire sieves, the aperture being guaranteed to
within 2 pm of nominal size.
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FIGURE 4.1 Weaves of wire cloth: (a) plain weave, and (b) twilled

weave.
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FIGURE 4.2 Cross-section of a micro-plate aperture.

For aperture sizes above about 1 mm, perforated plate
sieves are often used, with round or square holes
(Figure 4.3). Square holes are arranged in line with the
center points at the vertices of squares, while round holes
are arranged with the centers at the apices of equilateral
triangles (Anon., 2000b).

4.3.2 Choice of Sieve Sizes

In each of the standard series, the apertures of consecutive
sieves bear a constant relationship to each other. It has
long been realized that a useful sieve scale is one in
which the ratio of the aperture widths of adjacent sieves
is the square root of 2 (\/2 =1.414). The advantage of
such a scale is that the aperture areas double at each
sieve, facilitating graphical presentation of results with
particle size on a log scale.

Most modern sieve series are based on a fourth root of
2 ratio (4\/ 2 =1.189) or, on the metric scale, a tenth root
of 10 (10\/10 = 1.259), which makes possible much closer
sizing of particles.

For most size analyses it is usually impracticable and
unnecessary to use all the sieves in a particular series. For
most purposes, alternative sieves, that is, a \/2 series, are
quite adequate. However, over certain size ranges of par-
ticular interest, or for accurate work the v/2 series may be
used. Intermediate sieves should never be chosen at ran-
dom, as the data obtained will be difficult to interpret.

In general, the sieve range should be chosen such that
no more than about 5% of the sample is retained on the
coarsest sieve, or passes the finest sieve. (The latter
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FIGURE 4.3 Arrangement of square and round holes in perforated plate sieves.

guideline is often difficult to meet with the finer grinds
experienced today.) These limits of course may be low-
ered for more accurate work.

4.3.3 Testing Methods

The general procedures for test sieving are comprehen-
sively covered in BS 1796 (Anon., 1989b). Machine siev-
ing is almost universally used, as hand sieving is tedious,
and its accuracy and precision depends to a large extent
on the operator.

Sieves can be procured in a range of diameters,
depending on the particle size and mass of material to be
sieved. A common diameter for laboratory sieves is
200 mm (Figure 4.4).

The sieves chosen for the test are arranged in a stack, or
nest, with the coarsest sieve on the top and the finest at the
bottom. A tight-fitting pan or receiver is placed below the
bottom sieve to receive the final undersize, and a lid is placed
on top of the coarsest sieve to prevent escape of the sample.

The material to be tested is placed in the uppermost,
coarsest sieve, and the nest is then placed in a sieve
shaker, which vibrates the material in a vertical plane
(Figure 4.5), and, on some models, a horizontal plane.
The duration of screening can be controlled by an auto-
matic timer. During the shaking, the undersize material
falls through successive sieves until it is retained on a
sieve having apertures which are slightly smaller than the
diameter of the particles. In this way, the sample is sepa-
rated into size fractions.

After the required time, the nest is taken apart and the
amount of material retained on each sieve is weighed.
Most of the near-mesh particles, which block the open-
ings, can be removed by inverting the sieve and tapping
the frame gently. Failing this, the underside of the gauze
may be brushed gently with a soft brass wire or nylon
brush. Blinding becomes more of a problem the finer the

FIGURE 4.4 No. 10 USA standard test sieve (Courtesy Haver Tyler
Corporation).

RC-TAP

FIGURE 4.5 W.S. TYLER® RO-TAP® test sieve shaker (Courtesy
Haver Tyler Corporation, W.S. TYLER® and RO-TAP™ are registered
trademarks of Haver Tyler Corporation).



TABLE 4.3 Results of Typical Sieve Test
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(1) 2) 3 (C)] 5) (6)
Sieve Size Range (um) Sieve Fractio Nominal Aperture Size (jum) Cumulative (%)

wt (g) wt (%) Undersize Oversize
+250 0.02 0.1 250 99.9 0.1
—250to +180 1.32 2.9 180 97.0 3.0
—180to +125 4.23 9.5 125 87.5 12.5
—125to +90 9.44 21.2 90 66.3 33.7
—90 to +63 13.10 29.4 63 36.9 63.1
—63 to +45 11.56 26.0 45 10.9 89.1
—45 4.87 10.9

aperture, and brushing, even with a soft hair brush, of
sieves finer than about 150 pm aperture tends to distort
the individual meshes.

Wet sieving can be used on material already in the
form of slurry, or it may be necessary for powders which
form aggregates when dry-sieved. A full description of
the techniques is given in BS 1796 (Anon., 1989b).

Water is the liquid most frequently used in wet sieving,
although for materials which are water-repellent, such as
coal or some sulfide ores, a wetting agent may be necessary.

The test sample may be washed down through a nest
of sieves. At the completion of the test the sieves,
together with the retained oversize material, are dried at a
suitable low temperature and weighed.

4.3.4 Presentation of Results

There are several ways in which the results of a sieve test
can be tabulated. The three most convenient methods are
shown in Table 4.3 (Anon., 1989b). Table 4.3 shows for
the numbered columns:

1. The sieve size ranges used in the test.

2. The weight of material in each size range. For exam-
ple, 1.32 g of material passed through the 250 um
sieve, but was retained on the 180 pm sieve: the mate-
rial therefore is in the size range —250 to + 180 pm.

3. The weight of material in each size range expressed as

a percentage of the total weight.

The nominal aperture sizes of the sieves used in the test.

5. The cumulative percentage of material passing
through the sieves. For example, 87.5% of the material
is less than 125 pm in size.

6. The cumulative percentage of material retained on the
sieves.

b

The results of a sieving test should always be plotted
graphically to assess their full significance (Napier-Munn
et al., 1996).

There are many ways of recording the results of sieve
analysis, the most common being that of plotting cumula-
tive undersize (or oversize) against particle size, that is,
the screen aperture. Although arithmetic graph paper can
be used, it suffers from the disadvantage that points in the
region of the finer aperture sizes become congested. A
semi-logarithmic plot avoids this, with a linear ordinate
for percentage oversize or undersize and a logarithmic
abscissa for particle size. Figure 4.6 shows graphically the
results of the sieve test tabulated in Table 4.3.

It is not necessary to plot both cumulative oversize
(or coarser than) and undersize (finer than) curves, as
they are mirror images of each other. A valuable quan-
tity that can be determined from such curves is the
“median size” of the sample. This refers to the mid-
point in the size distribution, Xs,, where 50% of the par-
ticles are smaller than this size and 50% are larger, also
called the 50% passing size.

Size analysis is important in assessing the performance
of grinding circuits. The product size is usually quoted
in terms of one point on the cumulative undersize curve,
this often being the 80% passing size, Xgo. On Figure 4.6
the Xgg is about 110 pm. In a grinding circuit it is com-
mon to refer to the 80% passing size of the feed and
product as Fgo and Pg, respectively, and to Tgy as the
transfer size between grinding units (e.g., SAG mill
product going to a ball mill). Although the Xg, does not
show the overall size distribution of the material, it does
facilitate routine control of the grinding circuit. For
instance, if the target size is 80% —250 pm (80% finer
than 250 pm), then for routine control the operator needs
only screen a fraction of the mill product at one size. If
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FIGURE 4.6 Sieve analysis presented as semi-log plot (Table 4.3).

it is found that, say, 70% of the sample is —250 pm,
then the product is too coarse, and control steps to
remedy this can be made.

Many curves of cumulative oversize or undersize
against particle size are S-shaped, leading to congested
plots at the extremities of the graph. More than a dozen
methods of plotting in order to proportion the ordinate are
known. The two most common methods, which are often
applied to comminution studies where non-uniform size
distributions are obtained, are the Gates-Gaudin-
Schuhmann (Schuhmann, 1940) and the Rosin—Rammler
(Rosin and Rammler, 1933) methods. Both methods are
derived from attempts to represent particle size distribu-
tion curves by means of equations. This results in scales
which, relative to a linear scale, are expanded in some
regions and contracted in others.

In the Gates-Gaudin-Schuhmann (G-G-S) method,
cumulative undersize data are plotted against sieve aper-
ture on log—log axes. This frequently leads to a linear
trend from which data can be interpolated easily. The lin-
ear trend is fitted to the following:

X
logPIalogE +1og100 4.1

which can be written as:

X 8
P=1 =
o)

where P is the cumulative undersize (or passing) in per-
cent, X the particle size, K the apparent (theoretical) top
size (i.e., when P = 100%) obtained by extrapolation, and
« a constant sometimes referred to as the distribution
coefficient (Austin et al., 1984). This method of plotting
is routinely used in grinding studies (laboratory and
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FIGURE 4.7 Example of Gates-Gaudin-Schuhmann type plot for the
set of laboratory grind times in Appendix IV.

plant). An example G-G-S plot is shown in Figure 4.7 for
increased grinding time in a laboratory ball mill (data
given in Appendix IV). The figure shows a series of
roughly parallel (or self-similar) linear sections of the size
distributions. This result, showing a consistent behavior,
is quite common in grinding (and other) studies (but see
Chapter 5 for exceptions) and supports the use of a single
metric to describe the distribution, for example, the 80%
passing size, Xgo (Austin et al., 1984).

Self-similar distributions such as in Figure 4.7
become a unique distribution by plotting against a
reduced particle size, typically X/Xso, where X5 is the
50% passing size or median size. If it is known that data
obtained from the material usually yield a linear plot on
log—log axes, then the burden of routine analysis can be
greatly relieved, as relatively few sieves will be needed
to check essential features of the size distribution. Self-
similarity can be quickly identified, as a plot of, say,
% — 75 pm versus % +150 pm will yield a single curve
if this property holds.

Plotting on a log—log scale considerably expands
the region below 50% in the cumulative undersize
curve, especially that below 25%. It does, however,
severely contract the region above 50%, and especially
above 75%, which is a disadvantage of the method
(Figure 4.8).

The Rosin—Rammler method is often used for repre-
senting the results of sieve analyses performed on mate-
rial which has been ground in ball mills. Such products
have been found to obey the following relationship
(Austin et al., 1984):

100 — P = 100 exp(bX)" 4.3)

where b and n are constants.
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This can be rewritten as:

100
log [ln 7} =logb+nlog X 4.4

100—P
Thus, a plot of In [100/(100—P)] versus X on log—log
axes gives a line of slope n.

In comparison with the log—log method, the
Rosin—Rammler plot expands the cumulative undersize
regions below 25% and above 75% (Figure 4.8) and it
contracts the 30—60% region. It has been shown, how-
ever, that this contraction is insufficient to cause adverse
effects (Harris, 1971). The method is tedious to plot man-
ually unless charts having the axes divided proportionally
to log [In (100/(100—P))] and log X are used. The data
can, however, be easily plotted in a spreadsheet.

The Gates-Gaudin-Schuhmann plot is often preferred
to the Rosin—Rammler method in mineral processing
applications, the latter being more often used in coal-
preparation studies, for which it was originally developed.
The two methods have been assessed by Harris (1971),
who suggests that the Rosin—Rammler is the better
method for mineral processing applications. The
Rosin—Rammler is useful for monitoring grinding opera-
tions for highly skewed distributions, but, as noted by
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FIGURE 4.9 Fractional (frequency) distribution and histogram repre-
sentation of screen analysis data.

Allen (1997), it should be used with caution, since taking
logs always apparently reduces scatter, and thus taking
logs twice is not to be recommended.

Although cumulative size curves are used almost
exclusively, the particle size distribution curve itself is
sometimes more informative. Ideally, this is derived by
differentiating the cumulative undersize curve and plot-
ting the gradient of the curve obtained against particle
size. In practice, the size distribution curve is obtained by
plotting the retained fraction of the sieves against size.
This can be as a histogram or as a frequency (fractional)
curve plotted at the “average” size in between two sieve
sizes. For example, material which passes a 250 pm sieve
but is retained on a 180 pm sieve, may be regarded as
having an arithmetic mean particle size of 215 pum or,
more appropriately since the sieves are in a geometric
sequence, a geometric mean (\/ (250 X 180)) of 212 pm
for the purpose of plotting. If the distribution is repre-
sented on a histogram, then the horizontals on the col-
umns of the histogram join the various adjacent sieves
used in the test. Unless each size increment is of equal
width, however, the histogram has little value. Figure 4.9
shows the size distribution of the material in Table 4.3
represented on a frequency curve and a histogram.

Fractional curves and histograms are useful and rapid
ways of visualizing the relative frequency of occurrence
of the various sizes present in the material. The only
numerical parameter that can be obtained from these
methods is the “mode” of the distribution, that is, the
most commonly occurring size.

For assessment of the metal losses in the tailings of a
plant, or for preliminary evaluation of ores, assaying must
be carried out on the various screen fractions. It is impor-
tant, therefore, that the bulk sample satisfies the minimum
sample weight requirement given by Gy’s equation for
the fundamental error (Chapter 3).
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TABLE 4.4 Results of Screen Analysis to Evaluate the Suitability for Treatment by Gravity Concentration

(1) Size Range (um) | (2) Weight (%) | (3) Assay (% Sn) | Distribution | Size (um) | Cumulative Cumulative
(% Sn) oversize (Wt %) | distribution (% Sn)

+422 9.7 0.02 0.9 422 9.7 0.9
—422 + 300 4.9 0.05 1.2 300 14.6 2.1
—300+ 210 10.3 0.05 2.5 210 24.9 4.6
—210+ 150 23.2 0.06 6.7 150 48.1 11.3
—150+ 124 16.4 0.12 9.5 124 64.5 20.8
—124+ 75 33.6 0.35 56.5 75 98.1 77.3
=75 1.9 2.50 22.7

100.0 0.21 100.0

Table 4.4 shows the results of a screen analysis per-
formed on an alluvial tin deposit for preliminary evaluation
of its suitability for treatment by gravity concentration.
Columns 1, 2, and 3 show the results of the sieve test and
assays, which are evaluated in the other columns. It can be
seen that the calculated overall assay for the material is
0.21% Sn, but that the bulk of the tin is present within the
finer fractions. The results show that, for instance, if the
material was initially screened at 210 pm and the coarse
fraction discarded, then the bulk required for further proces-
sing would be reduced by 24.9%, with a loss of only 4.6%
of the Sn. This may be acceptable if mineralogical analysis
shows that the tin is finely disseminated in this coarse frac-
tion, which would necessitate extensive grinding to give
reasonable liberation. Heavy liquid analysis (Chapter 11) on
the —210 pm fraction would determine the theoretical (i.e.,
liberation-limited, Chapter 1) grades and recoveries possi-
ble, but the screen analysis results also show that much of
the tin (22.7%) is present in the —75 pm fraction, which
constitutes only 1.9% of the total bulk of the material. This
indicates that there may be difficulty in processing this
material, as gravity separation techniques are not very effi-
cient at such fine sizes (Chapters 1 and 10).

4.4 SUB-SIEVE TECHNIQUES

Sieving is rarely carried out on a routine basis below
38 um; below this size the operation is referred to as sub-
sieving. The most widely used methods are sedimentation,
elutriation, microscopy, and laser diffraction, although
other techniques are available.

There are many concepts in use for designating parti-
cle size within the sub-sieve range, and it is important to
be aware of them, particularly when combining size dis-
tributions determined by different methods. It is prefera-
ble to cover the range of a single distribution with a
single method, but this is not always possible.

Conversion factors between methods will vary with
sample characteristics and conditions, and with size where
the distributions are not self-similar. For spheres, many
methods will give essentially the same result (Napier-
Munn, 1985), but for irregular particles this is not so.
Some approximate factors for a given characteristic size
(e.g., Xgo) are given below (Austin and Shah, 1983;
Napier-Munn, 1985; Anon., 1989b)—these should be
used with caution:

Conversion Multiplying Factor
Sieve size to Stokes’ diameter 0.94
(sedimentation, elutriation)

Sieve size to projected area diameter 1.4

(microscopy)

Sieve size to laser diffraction 1.5

Square mesh sieves to round hole 1.2

sieves

4.4.1 Stokes’ Equivalent Diameter

In sedimentation techniques, the material to be sized is
dispersed in a fluid and allowed to settle under carefully
controlled conditions; in elutriation techniques, samples
are sized by allowing the dispersed material to settle
against a rising fluid velocity. Both techniques separate
the particles on the basis of resistance to motion in a
fluid. This resistance to motion determines the terminal
velocity which the particle attains as it is allowed to fall
in a fluid under the influence of gravity.

For particles within the sub-sieve range, the terminal
velocity is given by the equation derived by Stokes (1891):

_ d’g(p,—p)
,= L8 = p)

4.
187 4-5)



where v is the terminal velocity of the particle (ms™ "),
d the particle diameter (m), g the acceleration due to
gravity (m s~ ?), p, the particle density (kg m >), pr the
fluid density (kgm >), and 7 the fluid viscosity
(N's mfz); (n=0.001 Ns m? for water at 20°C).

Stokes’ law is derived for spherical particles; non-
spherical particles will also attain a terminal velocity,
but this velocity will be influenced by the shape of the
particles. Nevertheless, this velocity can be substituted
in the Stokes’ equation to give a value of d, which can
be used to characterize the particle. This value of d is
referred to as the “Stokes’ equivalent spherical diame-
ter” (or simply “Stokes’ diameter” or “sedimentation
diameter”).

Stokes’ law is only valid in the region of laminar
flow (Chapter 9), which sets an upper size limit to the
particles that can be tested by sedimentation and elutria-
tion methods in a given liquid. The limit is determined by
the particle Reynolds number, a dimensionless quantity
defined by:

vdpy
"

Re =

(4.6)

The Reynolds number should not exceed 0.2 if the
error in using Stokes’ law is not to exceed 5% (Anon.,
2001a). In general, Stokes’ law will hold for all particles
below 40 pm dispersed in water; particles above this size
should be removed by sieving beforehand. The lower
limit may be taken as 1pm, below which the settling
times are too long, and also the effects of Brownian
motion and unintentional disturbances, such as those
caused by convection currents, are far more likely to pro-
duce serious errors.

4.4.2 Sedimentation Methods

Sedimentation methods are based on the measurement
of the rate of settling of the powder particles uniformly
dispersed in a fluid and the principle is well illustrated
by the common laboratory method of “beaker
decantation.”

The material under test is uniformly dispersed in low
concentration in water contained in a beaker or similar
parallel-sided vessel. A wetting agent may need to be
added to ensure complete dispersion of the particles. A
syphon tube is immersed into the water to a depth of &
below the water level, corresponding to about 90% of the
liquid depth L.

The terminal velocity v is calculated from Stokes’ law
for the various sizes of particle in the material, say 35,
25, 15, and 10 pm. For a distribution, it is usual to fix dj
for the particles that are most abundant in the sample.
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FIGURE 4.10 Beaker decantation.

The time required for a 10 pm particle to settle from
the water level to the bottom of the syphon tube, distance
h, is calculated (+=h/v). The pulp is gently stirred to
disperse the particles through the whole volume of water
and then it is allowed to stand for the calculated time.
The water above the end of the tube is syphoned off and
all particles in this water are assumed to be smaller than
10 pm diameter (Figure 4.10). However, a fraction of the
—10 pm material, which commenced settling from vari-
ous levels below the water level, will also be present in
the material below the syphon level. In order to recover
these particles, the pulp remaining must be diluted with
water to the original level, and the procedure repeated
until the decant liquor is essentially clear. In theory, this
requires an infinite number of decantations, but in prac-
tice at least five treatments are usually sufficient, depend-
ing on the accuracy required. The settled material can be
treated in a similar manner at larger separating sizes, that
is, at shorter decanting times, until a target number of size
fractions is obtained.

The method is simple and cheap, and has an advantage
over many other sub-sieve techniques in that it produces a
true fractional size analysis, that is, reasonable quantities
of material in specific size ranges are collected, which
can be analyzed chemically and mineralogically.

This method is, however, extremely tedious, as long
settling times are required for very fine particles, and sep-
arate tests must be performed for each particle size. For
instance, a 25 pm particle of quartz has a settling velocity
of 0.056 cm sfl, and therefore takes about 3% min to set-
tle 12 cm, a typical immersion depth for the syphon tube.
Five separate tests to ensure a reasonably clear decant
therefore require a total settling time of about 18 min. A
5pm particle, however, has a settling velocity of
0.0022 cm sfl, and therefore takes about 1% h to settle
12 cm. The total time for evaluation of such material is
thus about 8 h. A complete analysis may therefore take an
operator several days.
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TABLE 4.5 Number of Decantations Required for
Required Efficiency of Removal of fine Particles

Relative Particle 095 |09 (08 |05 1
Size (d,/d)
Number of 90% 25 12 |6 2 1
decantations | Efficiency
95% 33 16 8 3 1
Efficiency
99% 50 25 12 4 2
Efficiency

Another problem is the large quantity of water, which
dilutes the wundersize material, due to repeated
decantation.

In the system shown in Figure 4.10, after time ¢, all
particles larger than size d have fallen to a depth below
the level h. All particles of a size d;, where d; < d, will
have fallen below a level /; below the water level, where
hy < h. The efficiency of removal of particles of size d,
into the decant is thus:

h—h
L
since at time ¢ = 0 the particles were uniformly distributed
over the whole volume of liquid, corresponding to depth
L, and the fraction removed into the decant is the volume
above the syphon level, & — h;.
Now, since t = h/v, and v « d°,
h  h
e &

Therefore, the efficiency of removal of particles of
size d,

_ h—h(di/d* _ k[l —(d/d)’] _
- L - L —

where a = h/L.

If a second decantation step is performed, the amount
of minus d; material in the dispersed suspension is 1 — E,
and the efficiency of removal of minus d,; particles after
two decantations is thus:

[1-(d/d)}] =E

E+(1—EE=2E—E=1-[1—-E]

In general, for n decantation steps the efficiency of
removal of particles of size d;, at a separation size of d, is:

1— [1—ET
1—{l —a[l—(d /dy]}

Table 4.5 shows the number of decantation steps
required for different efficiencies of removal of various

or efficiency = @7
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FIGURE 4.11 Andreasen pipette.

sizes of particle expressed relative to d, the separating
size, where the value of ¢=0.9. It can be shown
(Heywood, 1953) that the value of a has relatively little
effect; therefore there is nothing to be gained by attempt-
ing to remove the suspension adjacent to the settled parti-
cles, thus risking disturbance and re-entrainment.

Table 4.5 shows that a large number of decantations
are necessary for effective removal of particles close to
the separation size, but that relatively small particles are
quickly eliminated. For most purposes, unless very nar-
row size ranges are required, no more than about twelve
decantations are necessary for the test.

A much quicker and less-tedious method of sedimenta-
tion analysis is the Andreasen pipette technique (Anon.,
2001b).

The apparatus (Figure 4.11) consists of a half-liter
graduated cylindrical flask and a pipette connected to a
10 mL reservoir by means of a two-way stop-cock. The
tip of the pipette is in the plane of the zero mark when
the ground glass stopper is properly seated.

A 3 to 5% suspension of the sample, dispersed in the
sedimentation fluid, usually water, is added to the flask.
The pipette is introduced and the suspension agitated by
inversion. The suspension is then allowed to settle, and at
given intervals of time, samples are withdrawn by apply-
ing suction to the top of the reservoir, manipulating the



two-way cock so that the sample is drawn up as far as the
calibration mark on the tube above the 10 mL reservoir.
The cock is then reversed, allowing the sample to drain
into the collecting dish. After each sample is taken, the
new liquid level is noted.

The samples are then dried and weighed, and the
weights compared with the weight of material in the same
volume of the original suspension.

There is a definite particle size, d, corresponding to
each settling distance 4 and time 7, and this represents the
size of the largest particle that can still be present in the
sample. These particle sizes are calculated from Stokes’
law for the various sampling times. The weight of solids
collected, w, compared with the corresponding original
weight, w, (i.e., w/w,) then represents the fraction of the
original material having a particle size smaller than d,
which can be plotted on the size-analysis graph.

The Andreasen pipette method is quicker than beaker
decantation, as samples are taken off successively
throughout the test for increasingly finer particle sizes.
For example, although 5 pm particles of quartz will take
about 2% h to settle 20 cm, once this sample is collected,
all the coarser particle-size samples will have been taken,
and so the complete analysis, in terms of settling times, is
only as long as the settling time for the finest particles.

The disadvantage of the method is that the samples
taken are each representative of the particles smaller than
a particular size, which is not as valuable, for mineralogi-
cal and chemical analysis, as samples of various size
ranges, as are produced by beaker decantation.

Sedimentation techniques tend to be tedious, due to
the long settling times required for fine particles and the
time required to dry and weigh the samples. The main dif-
ficulty, however, lies in completely dispersing the mate-
rial within the suspending liquid, such that no
agglomeration of particles occurs. Combinations of
suitable suspending liquids and dispersing agents for vari-
ous materials are given in BS ISO 13317—1 (Anon.,
2001a).

Various other techniques have been developed that
attempt to speed up testing. Examples of these methods,
which are comprehensively reviewed by Allen (1997),
include: the photo-sedimentometer, which combines grav-
itational settling with photo-electric measurement; and the
sedimentation balance, in which the weight of material
settling out onto a balance pan is recorded against time to
produce a cumulative sedimentation size analysis.

4.4.3 Elutriation Techniques

Elutriation is a process of sizing particles by means of an
upward current of fluid, usually water or air. The process
is the reverse of gravity sedimentation, and Stokes’ law
applies.
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FIGURE 4.12 Simple elutriator.

All elutriators consist of one or more ‘“sorting col-
umns” (Figure 4.12) in which the fluid is rising at a con-
stant velocity. Feed particles introduced into the sorting
column will be separated into two fractions, according to
their terminal velocities, calculated from Stokes’ law.

Those particles having a terminal velocity less than
that of the velocity of the fluid will report to the overflow,
while those particles having a greater terminal velocity
than the fluid velocity will sink to the underflow.
Elutriation is carried out until there are no visible signs of
further classification taking place or the rate of change in
weights of the products is negligible.

An elutriator based on air is the Haultain infrasizer,
which comprises six sorting columns (“cones”) plus a
dust collector (Price, 1962). More commonly, water is the
fluid. This involves the use of much water and dilution of
the undersize fraction, but it can be shown that this is not
as serious as in beaker decantation. Consider a sorting
column of depth A, sorting material at a separating size of
d. If the upward velocity of water flow is v, then (as noted
above) by Stokes’ law, v « .

Particles smaller than the separating size d will move
upwards in the water flow at a velocity dependent on their
size. Thus, particles of size d;, where d; < d, will move
upwards in the sorting column at a velocity v;, where
V) & (dz - d%)

The time required for a complete volume change in
the sorting column is A/v, and the time required for parti-
cles of size d; to move from the bottom to the top of the
sorting column is A/v,. Therefore, the number of volume
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changes required to remove all particles of size d; from
the sorting column is:

_ h/v1 _ dz _ 1
1—(d;/d)

Chfy -4
and the number of volume changes required for various
values of d,/d are:

di/d 0.95 0.9 0.8 0.5 0.1

Number of volume 10.3 5.3 2.8 1.3 1.0

changes required

Comparing these figures with those in Table 4.5, it
can be seen that the number of volume changes required
is far less with elutriation than it is with decantation. It is
also possible to achieve complete separation by elutria-
tion, whereas this can only be achieved in beaker decanta-
tion by an infinite number of volume changes.

Elutriation thus appears more attractive than decantation,
and has certain practical advantages in that the volume
changes need no operator attention. It suffers from the disad-
vantage, however, that the fluid velocity is not constant
across the sorting column, being a minimum at the walls of
the column, and a maximum at the center. The separation
size is calculated from the mean volume flow, so that some
coarse particles are misplaced in the overflow, and some
fines are misplaced into the underflow. The fractions thus
have a considerable overlap in particle size and are not
sharply separated. Although the decantation method never
attains 100% efficiency of separation, the lack of sharpness
of the division into fractions is much less than that due to
velocity variation in elutriation (Heywood, 1953).

Elutriation is limited at the coarsest end by the validity of
Stokes’ law, but most materials in the sub-sieve range exhibit
laminar flow. At the fine end of the scale, separations
become impracticable below about 10 pm, as the material
tends to agglomerate, or extremely long separating times are
required. Separating times can be considerably decreased by
utilizing centrifugal forces. One of the most widely used
methods of sub-sieve sizing in mineral processing laborato-
ries is the Warman cyclosizer (Finch and Leroux, 1982),
which is extensively used for routine testing and plant control
in the size range 8—50 pm for materials of specific gravity
similar to quartz (s. g. 2.7), and down to 4 pm for particles of
high specific gravity, such as galena (s. g. 7.5).

The cyclosizer unit consists of five cyclones (see
Chapter 9 for a full description of the principle of the
hydrocyclone), arranged in series such that the overflow
of one unit is the feed to the next unit (Figure 4.13).

The individual units are inverted in relation to conven-
tional cyclone arrangements, and at the apex of each, a
chamber is situated so that the discharge is effectively
closed (Figure 4.14).

S CYCLOSIZER

bed S
.

A
‘ .
a

FIGURE 4.13 Cyclosizer (Courtesy MARC Technologies Pty Ltd.).

FIGURE 4.14 Flow pattern inside a cyclosizer cyclone unit.

Water is pumped through the units at a controlled rate,
and a weighed sample of solids is introduced ahead of the
cyclones.

The tangential entry into the cyclones induces the lig-
uid to spin, resulting in a portion of the liquid, together



with the faster-settling particles, reporting to the apex
opening, while the remainder of the liquid, together with
the slower settling particles, is discharged through the
vortex outlet and into the next cyclone in the series.
There is a successive decrease in the inlet area and vortex
outlet diameter of each cyclone in the direction of the
flow, resulting in a corresponding increase in inlet veloc-
ity and an increase in the centrifugal forces within the
cyclone. This results in a successive decrease in the limit-
ing particle-separation size of the cyclones.

The cyclosizer is manufactured to have definite limit-
ing separation sizes at standard values of the operating
variables, viz. water flow rate, water temperature, particle
density, and elutriation time. To correct for practical oper-
ation at other levels of these variables, a set of correction
graphs is provided.

Complete elutriation normally takes place after about
20 min, at which time the sized fractions are collected by
discharging the contents of each apex chamber into sepa-
rate beakers. The samples are dried, and weighed to deter-
mine the mass fractions of each particle size.

4.4.4 Microscopic Sizing and Image Analysis

Microscopy can be used as an absolute method of particle
size analysis, since it is the only method in which individ-
ual mineral particles are observed and measured (Anon.,
1993; Allen, 1997). The image of a particle seen in a
microscope is two-dimensional and from this image an
estimate of particle size must be made. Microscopic siz-
ing involves comparing the projected area of a particle
with the areas of reference circles, or graticules, of known
sizes, and it is essential for meaningful results that the
mean projected areas of the particles are representative of
the particle size. This requires a random orientation in
three dimensions of the particle on the microscope slide,
which is unlikely in most cases.

FIGURE 4.15
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The optical microscope method is applicable to parti-
cles in the size range 0.8—150 pm, and down to 0.001 pm
using electron microscopy.

Basically, all microscopy methods are carried out on
extremely small laboratory samples, which must be col-
lected with great care in order to be representative of the
process stream under study.

In manual optical microscopy, the dispersed particles
are viewed by transmission, and the areas of the magni-
fied images are compared with the areas of circles of
known sizes inscribed on a graticule.

The relative numbers of particles are determined in
each of a series of size classes. These represent the size
distribution by number from which it is possible to calcu-
late the distribution by volume and, if all the particles
have the same density, the distribution by weight.

Manual analysis of microscope slides is tedious and
error prone; semi-automatic and automatic systems have
been developed which speed up analyses and reduce the
tedium of manual methods (Allen, 1997).

The development of quantitative image analysis has
made possible the rapid sizing of fine particles. Image
analyzers accept samples in a variety of forms—photo-
graphs, electron micrographs, and direct viewing—and
are often integrated in system software. Figure 4.15 shows
the grayscale electron backscatter image of a group of
mineral particles obtained with a scanning electron micro-
scope; grains of chalcopyrite (Ch), quartz (Qtz), and epi-
dote (Epd) are identified in the image. On the right are
plotted the size distributions of the “grains” of the mineral
chalcopyrite (i.e., the pieces of chalcopyrite identified by
the instrument, whether liberated or not) and the “parti-
cles” in which the chalcopyrite is present. The plots are
based on the analysis of several hundred thousand parti-
cles in the original sample, and are delivered automati-
cally by the system software. Image analysis of this kind
is available in many forms for the calculation of many
quantities (such as size, surface area, boundary lengths)

-—-o- Chalcopyrite grains

1 1lo
Size (um)

100

Using image analysis to estimate the size distributions of particles and mineral grains (Courtesy JKMRC and JKTech Pty Ltd).
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FIGURE 4.16 Principle of the Coulter Counter.
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FIGURE 4.17 The laser diffraction instrument principle (from Napier-Munn et al., 1996; Courtesy JKMRC, The University of Queensland).

for most imaging methods, for example, optical, electron.
(See also Chapter 17.)

4.4.5 Electrical Impedance Method

The Beckman Coulter Counter makes use of current
changes in an electrical circuit produced by the presence
of a particle. The measuring system of a Coulter Counter
is shown in Figure 4.16.

The particles, suspended in a known volume of electri-
cally conductive liquid, flow through a small aperture
having an immersed electrode on either side; the particle
concentration is such that the particles traverse the aper-
ture substantially one at a time.

Each particle passage displaces electrolyte within the
aperture, momentarily changing the resistance between
the electrodes and producing a voltage pulse of magnitude
proportional to particle volume. The resultant series of
pulses is electronically amplified, scaled, and counted.

The amplified pulses are fed to a threshold circuit hav-
ing an adjustable screen-out voltage level, and those
pulses which reach or exceed this level are counted, this

count representing the number of particles larger than
some determinable volume proportional to the appropriate
threshold setting. By taking a series of counts at various
amplification and threshold settings, data are directly
obtained for determining number frequency against vol-
ume, which can be used to determine the size distribution.

As the instrument measures particle volume, the
equivalent diameter is calculated from that of a sphere of
the same volume, which can be a more relevant size mea-
sure than some alternatives. The instrument is applicable
in the range 0.4—1,200 pm.

4.4.6 Laser Diffraction Instruments

In recent years, several instruments based on the diffraction
of laser light by fine particles have become available,
including the Malvern Master-Sizer and the Microtrac. The
principle is illustrated in Figure 4.17. Laser light is passed
through a dilute suspension of the particles which circulate
through an optical cell. The light is scattered by the parti-
cles, which is detected by a solid state detector which



measures light intensity over a range of angles. A theory of
light scattering is used to calculate the particle size distribu-
tion from the light distribution pattern, finer particles induc-
ing more scatter than coarser particles. The early
instruments used Fraunhofer theory, which is suitable for
coarse particles in the approximate range 1—2,000 um (the
upper limit being imposed mainly by mechanical con-
straints). More recently Mie theory has been used to extend
the capability down to 0.1 pm and below. Some modern
instruments offer both options to cover a wide size range.

Laser diffraction instruments are fast, easy to use, and
give reproducible results. However, light scattering theory
does not give a definition of size that is compatible with
other methods, such as sieving. In most mineral proces-
sing applications, for example, laser diffraction size distri-
butions tend to appear coarser than those of other
methods. Austin and Shah (1983) have suggested a proce-
dure for inter-conversion of laser diffraction and sieve-
size distributions, and a simple conversion can be devel-
oped by regression for materials of consistent characteris-
tics. In addition, the results can depend on the relative
refractive indices of the solid particles and liquid medium
(usually, though not necessarily, water), and even particle
shape. Most instruments claim to compensate for these
effects, or offer calibration inputs to the user.

For these reasons, laser diffraction size analyzers should
be used with caution. For routine high volume analyses in a
fixed environment in which only changes in size distribu-
tion need to be detected, they probably have no peer. For
comparison across several environments or materials, or
with data obtained by other methods, care is needed in inter-
preting the data. These instruments do not, of course, pro-
vide fractionated samples for subsequent analysis.

4.5 ON-LINE PARTICLE SIZE ANALYSIS

The major advantage of on-line analysis systems is that
by definition they do not require sampling by operations
personnel, eliminating one source of error. They also pro-
vide much quicker results, in the case of some systems
continuous measurement, which in turn decreases produc-
tion delays and improves efficiency. For process control
on-line measurement is essential.

4.5.1 Slurry Systems

While used sometimes on final concentrates, such as Fe
concentrates, to determine the Blaine number (average
particle size deduced from surface area), and on tailings
for control of paste thickeners, for example, the prime
application is on cyclone overflow for grinding circuit
control (Kongas and Saloheimo, 2009). Control of the
grinding circuit to produce the target particle size distri-
bution for flotation (or other mineral separation process)
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FIGURE 4.18 The Thermo GammaMetrics PSM-400MPX on-line par-
ticle size analyzer (Courtesy Thermo Electron Corporation).

at target throughput maximizes efficient use of the
installed power.

Continuous measurement of particle size in slurries
has been available since 1971, the PSM (particle size
monitor) system produced then by Armco Autometrics
(subsequently by Svedala and now by Thermo Gamma-
Metrics) having been installed in a number of mineral
processing plants (Hathaway and Guthnals, 1976).

The PSM system uses ultrasound to determine particle
size. This system consists of three sections: the air elimi-
nator, the sensor section, and the electronics section. The
air eliminator draws a sample from the process stream
and removes entrained air bubbles (which otherwise act
as particles in the measurement). The de-aerated pulp
then passes between the sensors. Measurement depends
on the varying absorption of ultrasonic waves in suspen-
sions of different particle sizes. Since solids concentration
also affects the absorption, two pairs of transmitters and
receivers, operating at different frequencies, are employed
to measure particle size and solids concentration of the
pulp, the processing of this information being performed
by the electronics. The Thermo GammaMetrics PSM-
400MPX (Figure 4.18) handles slurries up to 60% w/w
solids and outputs five size fractions simultaneously.

Other measurement principles are now in commercial
form for slurries. Direct mechanical measurement of par-
ticle size between a moving and fixed ceramic tip, and
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FIGURE 4.19 CiDRA’s CYCLONEtrac®™ systems in operation: the
PST (at top) and OSM (Courtesy CiDRA Minerals Processing).

laser diffraction systems are described by Kongas and
Saloheimo (2009). Two recent additions are the
CYCLONEtrac  systems from CiDRA  Minerals
Processing (Maron et al., 2014), and the OPUS ultrasonic
extinction system from Sympatec (Smith et al., 2010).

CiDRA’s CYCLONEtrac PST (particle size tracking)
system comprises a hardened probe that penetrates into
the cyclone overflow pipe to contact the stream and effec-
tively “listens” to the impacts of individual particles. The
output is % above (or below) a given size and has been
shown to compare well with sieve sizing (Maron et al.,
2014). The OPUS ultrasonic extinction system (USE)
transmits ultrasonic waves through a slurry that interact
with the suspended particles. The detected signal is con-
verted into a particle size distribution, the number of fre-
quencies used giving the number of size classes
measured. Applications on ores can cover a size range
from 1 to 1,000 pm (Smith et al., 2010).

In addition to particles size, recent developments have
included sensors to detect malfunctioning cyclones.
Westendorf et al. (2015) describe the use of sensors (from
Portage Technologies) on cyclone overflow and underflow
piping. CiDRA’s CYCLONEtrac OSM (oversize monitor)
is attached to the outside of the cyclone overflow pipe and
detects the acoustic signal as oversize particles (“rocks”)
hit the pipe (Cirulis and Russell, 2011). The systems are
readily installed on individual cyclones thus permitting

FIGURE 4.20 Online visual imaging system (Split Engineering’s Split-
Online system) (camera is at top center) (Courtesy Split Engineering).

poorly operating units to be identified and changed while
allowing the cyclone battery to remain in operation.
Figure 4.19 shows an installation of both CiDRA systems
(PST, OSM) on the overflow pipe from a cyclone.

4.5.2 On-belt Systems

Image analysis is used in sizing rocks on conveyor belts.
Systems available include those supplied by Split
Engineering, WipFrag, Metso, and Portage Technologies
(see also Chapter 6). A fixed camera with appropriate
lighting captures images of the particles on the belt. Then,
software segments the images, carries out appropriate cor-
rections, and calculates the particle size distribution. A
system installed on a conveyor is shown in Figure 4.20.
Figure 4.21 shows the original camera views and the seg-
mented images for a crusher feed and product, together
with the calculated size distributions. (Another example is
given in Chapter 6.) Common problems with imaging sys-
tems are the inability to “see” particles under the top
layer, and the difficulty of detecting fines, for which cor-
rection algorithms can be used. The advantage of imaging
systems is that they are low impact, as it possible to
acquire size information without sampling or interacting
with the particles being measured. These systems are use-
ful in detecting size changes in crusher circuits, and are
increasingly used in measuring the feed to SAG mills for
use in mill control (Chapter 6), and in mining applications
to assess blast fragmentation.

There are other on-line systems available or under test.
For example, CSIRO has developed a version of the ultra-
sonic attenuation principle, in which velocity spectrometry
and gamma-ray transmission are incorporated to produce a
more robust measurement in the range 0.1—1,000 pm
(Coghill et al., 2002). Most new developments in on-line



Feed:

Product:

FIGURE 4.21
Online system) (Courtesy Split Engineering).

analysis are modifications and improvements of previous
systems, or adaptations of off-line systems for on-line
usage.
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Chapter 5

Comminution

5.1 INTRODUCTION

Because most minerals are finely disseminated and
intimately associated with the gangue, they must be ini-
tially “unlocked” or “liberated” before separation can be
undertaken. This is achieved by comminution, in which
the particle size of the ore is progressively reduced until
the clean particles of mineral can be separated by such
methods as are available. Comminution in its earliest
stages is carried out in order to make the freshly mined
material easier to handle by scrapers, conveyors, and ore
carriers, and in the case of quarry products to produce
material of controlled particle size.

Explosives are used in mining to remove ores from
their natural beds, and blasting can be regarded as the first
stage in comminution. Comminution in the mineral
processing plant, or “mill,” takes place as a sequence of
crushing and grinding processes.

Crushing reduces the particle size of run-of-mine
(ROM) ore to such a level that grinding can be carried
out until the mineral and gangue are substantially pro-
duced as separate particles. Crushing is accomplished by
compression of the ore against rigid surfaces, or by
impact against surfaces in a rigidly constrained motion
path. A range of crushing machines is available
(Chapter 6). Crushing is usually a dry process, and is per-
formed in several stages, reduction ratios (feed size to
product size) being small, ranging from three to six in
each stage. The reduction ratio of a crushing stage can be
defined as the ratio of maximum particle size entering to
maximum particle size leaving the crusher, although other
definitions are used (Chapter 6).

Conventional grinding takes place in tumbling mills
where the ore is introduced into a horizontal mill where
the cylindrical body of the mill is turned by a motor, caus-
ing the mill charge of ore and grinding media to tumble.
Grinding is accomplished by impact, attrition and abrasion
of the ore by the free motion of unconnected media such
as steel rods, steel or ceramic balls, or coarse ore pebbles.
Grinding is usually performed “wet” to provide a slurry
feed to the concentration process, although dry grinding
has various applications.

Wills’ Mineral Processing Technology.
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Primary autogenous or semi-autogenous mills are tum-
bling mills capable of grinding very coarse feed, thereby
replacing one or two stages of crushing. There is an overlap-
ping set of particle sizes where it is possible to crush or
grind the ore. From a number of case studies, it appears that
at the fine end of crushing operations, equivalent reduction
can be achieved for roughly half the energy and costs
required by tumbling mills (Flavel, 1978) but at the cost of a
more complicated and expensive circuit that is less compact
(Barratt and Sochocky, 1982; Soderlund et al., 1989) and
with higher maintenance costs (Knight et al., 1989). Recent
developments in crusher technology are re-addressing this
energy advantage of fine crushing (Chapter 6).

A relatively new comminution device that is some-
what intermediate between fine crushing and coarse
tumbling mills is the high pressure grinding rolls (HPGR).
These dry crushing devices utilize two rotating rolls creat-
ing compression breakage of a particle bed, in which
inter-particle breakage occurs (Schonert, 1988). Some
evidence has also been reported for downstream benefits
such as increased grinding efficiency and improved leach-
ability due to microcracking (Knecht, 1994). The HPGR
offers a realistic potential to markedly reduce the commi-
nution energy requirements needed by tumbling mills.
Reports have suggested the HPGR to be between 20%
and 50% more efficient than conventional crushers and
mills, although circuits require additional ore conveying
(Doll, 2015). Pre-treatment of ball mill feed by HPGR
may reduce total combined energy needed substantially,
and has become standard practice in the cement industry.
Several hard-rock mineral processing plants with compe-
tent ore have opted for HPGR (Amelunxen and Meadows,
2011; Burchardt et al., 2011; Morley, 2011). The HPGR
technology is described in Chapter 6.

Stirred mills are now common in mineral processing
for fine grinding, though they have been used in other
industries for many years (Stehr and Schwedes, 1983).
They represent the broad category of mills that use a stir-
rer to impart motion to the steel, ceramic, or other fine
particle media. Both vertical and horizontal configurations
exist. Compared to ball mills, stirred mills emphasize
shear energy rather than impact energy, which coupled
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with the fine media size, is more energy efficient for fine
grinding, below, say, Pgo=50pum (i.e., lower specific
energy, kWh t_l) (Stief et al., 1987; Mazzinghy et al.,
2012). Stirred mills also provide higher power intensity
(power per unit volume of mill, kW m ™) than ball mills,
making for more compact units (Nesset et al., 2006).
Stirred mills are described in Chapter 7.

5.2 PRINCIPLES OF COMMINUTION

Most minerals are crystalline materials in which the atoms
are regularly arranged in three-dimensional arrays. The
configuration of atoms is determined by the size and types
of physical and chemical bonds holding them together. In
the crystalline lattice of minerals, these inter-atomic bonds
are effective only over small distances, and can be broken
if extended by a tensile stress. Such stresses may be gener-
ated by tensile or compressive loading (Figure 5.1).

Even when rocks are uniformly loaded, the internal
stresses are not evenly distributed, as the rock consists of
a variety of minerals dispersed as grains of various sizes.
The distribution of stress depends upon the mechanical
properties of the individual minerals, but more impor-
tantly upon the presence of cracks or flaws in the matrix,
which act as sites for stress concentration (Figure 5.2).

It has been shown (Inglis, 1913) that the increase in
stress at such a site is proportional to the square root of
the crack length perpendicular to the stress direction.
Therefore, there is a critical value for the crack length at
any particular level of stress at which the increased stress
level at the crack tip is sufficient to break the atomic
bond at that point. Such rupture of the bond will increase
the crack length, thus increasing the stress concentration
and causing a rapid propagation of the crack through the
matrix, thus causing fracture.

Although the theories of comminution assume that the
material is brittle, crystals can store energy without break-
ing, and release this energy when the stress is removed.
Such behavior is known as elastic. When fracture does
occur, some of the stored energy is transformed into free
surface energy, which is the potential energy of atoms at
the newly produced surfaces. Due to this increase in
surface energy, newly formed surfaces are often more
chemically active, being more amenable to the action of
flotation reagents, for example. They also oxidize more
readily in the case of sulfide minerals.

Griffith (1921) showed that materials fail by crack
propagation when this is energetically feasible, that is,
when the energy released by relaxing the strain energy is
greater than the energy of the new surface produced.
Brittle materials relieve the strain energy mainly by crack
propagation, whereas “tough” materials can relax strain
energy without crack propagation by the mechanism of
plastic flow, where the atoms or molecules slide over

Compressive stress

Compressive stress

FIGURE 5.1 Strain of a crystal lattice resulting from tensile or com-
pressive stresses.
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FIGURE 5.2  Stress concentration at a crack tip.

each other and energy is consumed in distorting the shape
of the material. Crack propagation can also be inhibited
by encounters with other cracks or by meeting crystal
boundaries. Fine-grained rocks, such as taconites, are
therefore usually tougher than coarse-grained rocks.

The energy required for comminution is reduced in
the presence of water, and can be further reduced by
chemical additives which adsorb onto the solid (Hartley
et al., 1978). This may be due to the lowering of the
surface energy on adsorption providing that the surfactant
can penetrate into a crack and reduce the bond strength at
the crack tip before rupture.

Natural particles are irregularly shaped, and loading is
not uniform but is achieved through points, or small areas,
of contact. Breakage is achieved mainly by crushing,
impact and attrition, and all three modes of fracture (com-
pressive, tensile and shear) can be discerned depending



FIGURE 5.3 Fracture by crushing.

on the rock mechanics and the type of loading, that is, the
comminution device.

When an irregular particle is broken by compression,
or crushing, the products fall into two distinct size
ranges—coarse particles resulting from the induced ten-
sile failure, and fines from compressive failure near the
points of loading, or by shear at projections (Figure 5.3).
The amount of fines produced can be reduced by mini-
mizing the area of loading, and this is often done in com-
pressive crushing machines by using corrugated crushing
surfaces (Partridge, 1978; Chapter 6).

In impact breakage, due to the rapid loading, a particle
experiences a higher average stress while undergoing
more strain than is necessary to achieve simple fracture,
and tends to break apart rapidly, mainly by tensile failure.
The products from impact breakage when failure occurs
are typically linear when cumulative finer is plotted in
log—log space (e.g., Figure 4.7). If impact energy is lower
than the yield stress, fracture may not occur but chipping,
where edges are broken away, does.

Attrition or abrasion is not strictly a breakage event but
rather a surface phenomenon where shear stress causes
material to abrade off. It produces much fine material, and
may be undesirable depending on the comminution stage
and industry sector. Attrition occurs due to particle—particle
interaction and in stirred mills due to media—particle inter-
action as well; attrition seems to be the main mechanism in
stirred mills.

5.3 COMMINUTION MODELING

Models for comminution processes fall into the three cate-
gories: empirical, phenomenological, and fundamental.
Under empirical are the energy-based models. These are
used in preliminary and detailed design, for assessing com-
minution efficiency, and for geometallurgy (distributing
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hardness data into mine block models, Chapter 17).
Phenomenological models include population balance
models, which have some underlying principles but with
parameters fitted by calibration for given comminution
devices. They are widely used in unit and circuit simulators.
Lastly, the fundamental models include those based on
discrete element method (DEM), computational fluid
dynamics (CFD) and, some would argue, statistical physics
(Martins and Radziszewski, 2014). They are computation-
ally intensive, used for design and optimization of specific
components of crushers, tumbling mills, and material
handling systems.

5.3.1 Energy-based Comminution Models

This family of models is the oldest of the comminution
models and they continue to find widespread use (Morrell,
2014a). Energy-based models assume a relationship
between energy input of the comminution device and the
resultant effective particle size of the product. Many rely
on the feed and product size distributions being self-
similar; that is, parallel when cumulative finer is plotted in
log-log space (Chapter 4). The energy input is for net
power, that is, after correcting for motor efficiency and
drive train mechanical losses. Typically, energy is mea-
sured as kWh t ! or Joules, depending on the model.

The most familiar general energy-based comminution
equation is that first presented by Walker et al. (1937). In
differential form it is:

dE = —K x" dx (5.1a)

where dE is the increment in energy to effect an incre-
mental decrease dx in particle size x, and n and K are
constants (K also converts units). In integral form it is:

P
E= —KJ x "dx
F

(5.1b)

where F and P are some measure of feed and product
particle size (usually a diameter). Letting n =2, 1 or 3/2
gives the “three comminution laws” due to Von Rittinger,
Kick, and Bond.

The oldest theory, Von Rittinger (1867), stated that the
energy consumed in size reduction is proportional to
the area of new surface produced. The surface area of a
known weight of particles of uniform diameter is inversely
proportional to the diameter, hence Von Rittinger’s law

equates to:
K P F

which is the solution of Eq. (5.1b) for n = 2.
The second oldest theory, Kick (1885), stated that the
energy required is proportional to the reduction in volume

(5.2)
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of the particles. Solving Eq. (5.1b) for n =1 gives one
form of the Kick equation:

F
EK:K ]nF

where F/P is the reduction ratio. Kick’s theory is that
energy requirement depends only the reduction ratio, and
not on the original size of the particles.

As Lynch and Rowland (2005) note, the means to
make measurements of energy and size necessary to vali-
date the Von Rittinger and Kick models did not exist until
the middle of the twentieth century when electrical
motors and precision laboratory instruments became
available. The literature from this period includes work
by a group at the Allis Chalmers Company who were try-
ing to calibrate Von Rittinger’s equation to industrial rod
mills (Bond and Maxson, 1938; Myers et al., 1947).

Often referred to as the “third theory”, Bond (1952)
stated that the energy input is proportional to the new
crack tip length produced in particle breakage. Bond
redefined his “theory” to rather be an empirical relation-
ship in a near-final treatise (Bond, 1985). The equation is
commonly written as:

(5.3)

W= 10><Wi( (5.4)

1 1
VPyo «/FEB)
where W is the energy input (work) in kilowatt hours
per metric ton (or per short ton in Bond’s original publi-
cations), Wi is the work index (or Bond work index) in
kilowatt hours per metric ton, and Pgy and Fg, are the
80% product and feed sizes, in micrometers.

Solving Eq. (5.1b) for n = 3/2 gives the same form as
Eq. (5.4) with the constant 2 K ahead of the bracket. In
effect the 2 K is replaced by (10 X Wi), which is conve-
nient because Wi becomes equal to W in the case of grind-
ing from a theoretical infinite feed size to 80% passing
100 pm. The Bond model remains the most widely used,
at least for the “conventional” comminution equipment in
use at the time Bond developed the model and calibrated
it against industrial data. It is one reason that the 80%
passing size became the common single point metric
(“mean”) of a particle size distribution.

A modification of Eq. (5.l1a,b) was proposed by
Hukki (1962), namely substituting n by a function of
particle size, f(x). This provoked debate over the size
range that the three established models applied to.
What can be agreed is that all the models predict that
energy consumption will increase as product particle
size (i.e., P) decreases. Typical specific energy values
(in kWh t™ ") are (Morrell, 2014b): primary crushing
(i.e., 1000—100 mm), 0.1—0.15; secondary crushing
(100-10 mm), 1—1.2; coarse grinding (10-1 mm), 3—3.5;
and fine grinding (1-0.1 mm), 10.

Fine grinding tests are sometimes expressed as a
signature plot (He et al., 2010), which is an experimentally
fitted version of Eq. (5.1a,b) with n=f(x). A laboratory
test using a fine grinding mill is conducted where the
energy consumption is carefully measured and a slurry
sample is extracted periodically to determine the 80%
passing size. The energy-time relationship versus size is
then plotted and fitted to give (in terms of Eq. (5.1a,b)) a
coefficient K and a value for the exponent f (x).

Recently, Morrell (2004a) proposed an energy-based
model of size reduction that also incorporates particle size
dependence:

dE=—M g(x)7™ dx (5.5)
where g(x) is a function describing the variation in break-
age properties with particle size, and M a constant related
to the breakage properties of the material.

The problem that occurs when trying to solve Eq. (5.5)
is the variable nature of the function g(x). A pragmatic
approach was to assume M is a constant over the normal
range of particle sizes treated in the comminution device
and leave the variation in size-by-size hardness to be taken
up by f(x). Morrell (2009) gives the following:

W = MAP'® — ) (5.6)
where M; is the work index parameter related to the
breakage property of an ore and the type of comminution
machine, W is the specific comminution energy (kWh
t~'), P and F are the product and feed 80% passing size
(pm), and f(x) is given by (Morrell, 2006):

flx) = (0.295 + %) (5.7)

The parameter M; takes on different values depending
on the comminution machine: M;, for primary tumbling
mills (AG/SAG mills) that applies above 750 pm; M, for
secondary tumbling mills (e.g., ball mills) that applies
below 750 pm; M, for conventional crushers; and M, for
HPGRs. The values for M;,, M;., and M;;, were developed
using the SMC Test™ combined with a database of oper-
ating comminution circuits. A variation of the Bond labo-
ratory ball work index test was used to determine values
of Mj,. This is similar to the approach Bond used in relat-
ing laboratory results to full scale machines. The method-
ology continues to be refined as the database expands
(Morrell, 2010).

Morrell (2009) gave a worked example comparing
the energy requirements for three candidate circuits to
illustrate the calculations. Taking just the example for
the fine particle tumbling mill serves that purpose here
(Example 5.1).



Example 5.1

An SMC Test® and Bond ball mill work index test (with
closing screen 150 pm) were performed on an ore sample
with the following results:

Mia=194kWh t ™", Mic =7.2 kWh™';
Mip=13.9kWh™"; My =18.8 kwWht".
Calculate the specific grinding energy for the fine parti-

cle tumbling mill to give a product Pgy of 106 pm.

Solution

From the M; data the relevant value is My, =18.8 kWh t™'.
Noting it is fine grinding then the feed Fgo is taken as
750 pm. Combining Eqgs. (5.6) and (5.7) and substituting the
values:

W=188X4X (—l O67(0,295+750/1,000,000)
_ 7507(0.295+750/1,OOO,OOO))

=8.4(kWh t™")

5.3.2 Breakage Characterization

Using the energy-based models requires estimates of para-
meters that relate to the ore, variously expressed as hard-
ness, grindability, or resistance to breakage. This has
given rise to a series of procedures, summarized by
Mosher and Bigg (2002) and Morrell (2014a).

Bond Tests

The most widely used parameter to measure ore hardness is
the Bond work index Wi. Calculations involving Bond’s
work index are generally divided into steps with a different
Wi determination for each size class. The low energy crush-
ing work index laboratory test is conducted on ore specimens
larger than 50 mm, determining the crushing work index
(Wie, CWi or IWi (impact work index)). The rod mill work
index laboratory test is conducted by grinding an ore sample
prepared to 80% passing 12.7 mm (% inch, the original test
being developed in imperial units) to a product size of
approximately 1 mm (in the original and still the standard, 14
mesh; see Chapter 4 for definition of mesh), thus determining
the rod mill work index (Wir or RWi). The ball mill work
index laboratory test is conducted by grinding an ore sample
prepared to 100% passing 3.36 mm (6 mesh) to product size
in the range of 45—150 um (325-100 mesh), thus determin-
ing the ball mill work index (Wiz or BWi). The work index
calculations across a narrow size range are conducted using
the appropriate laboratory work index determination for the
material size of interest, or by chaining individual work index
calculations using multiple laboratory work index determina-
tions across a wide range of particle size.

To give a sense of the magnitude, Table 5.1 lists Bond
work indices for a selection of materials. For preliminary
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TABLE 5.1 Selection of Bond Work Indices (kWh t™")

Material Work Index Material Work Index
Barite 4.73 Fluorspar 8.91
Bauxite 8.78 Granite 15.13
Coal 13.00 Graphite 43.56
Dolomite 11.27 Limestone 12.74
Emery 56.70 Quartzite 9.58
Ferro-silicon 10.01 Quartz 13.57

design purposes such reference data are of some guide but
measured values are required at the more advanced design
stage.

A major use of the Bond model is to select the size of
tumbling mill for a given duty. (An example calculation is
given in Chapter 7.) A variety of correction factors (EF)
have been developed to adapt the Bond formula to situa-
tions not included in the original calibration set and to
account for relative efficiency differences in certain com-
minution machines (Rowland, 1988). Most relevant are the
EF , factor for coarse feed and the EF’5 factor for fine grind-
ing that attempt to compensate for sizes ranges beyond the
bulk of the original calibration data set (Bond, 1985).

The standard Bond tumbling mill tests are time-
consuming, requiring locked-cycle testing. Smith and Lee
(1968) used batch-type tests to arrive at the work index;
however, the grindability of highly heterogeneous ores
cannot be well reproduced by batch testing.

Berry and Bruce (1966) developed a comparative
method of determining the hardness of an ore. The
method requires the use of a reference ore of known work
index. The reference ore is ground for a certain time (7)
in a laboratory tumbling mill and an identical weight of
the test ore is then ground for the same time. Since the
power input to the mill is constant (P), the energy input
(E =P X T) is the same for both reference and test ore. If
r is the reference ore and ¢ the ore under test, then we can
write from Bond’s Eq. (5.4):

W= W = Wi 10 10 Wi 10 10
r = = lr —_— = 1 —_— T
' ~Psor  /Fsor "“IVPsor  Fsoi
Therefore:
1010
~Psor N/ Fsor
Wi, = Wi, = (5.8)
1010
~Psor  A/Fsor
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Reasonable values for the work indices are obtained
by this method as long as the reference and test ores are
ground to about the same product size distribution.

Work indices have been obtained from grindability tests
on different sizes of several types of equipment, using iden-
tical feed materials (Lowrison, 1974). The values of work
indices obtained are indications of the efficiencies of the
machines. Thus, the equipment having the highest indices,
and hence the largest energy consumers, are found to be
jaw and gyratory crushers and tumbling mills; intermediate
consumers are impact crushers and vibration mills, and roll
crushers are the smallest consumers. The smallest consu-
mers of energy are those machines that apply a steady, con-
tinuous, compressive stress on the material.

A class of comminution equipment that does not con-
form to the assumption that the particle size distributions
of a feed and product stream are self-similar includes
autogenous mills (AG), semi-autogenous (SAG) mills and
high pressure grinding rolls (HPGR). Modeling these
machines with energy-based methods requires either reca-
librating equations (in the case of the Bond series) or
developing entirely new tests that are not confused by the
non-standard particle size distributions.

Drop Weight Tests

In contrast to the Bond tests which yield a single work
index value, drop weight tests are designed to produce
more detailed information on the size distributions
produced on breaking rocks and their relationship to input
energy. This was required for comminution circuit simu-
lations, one of the aims being the prediction of size distri-
bution from comminution units to link to other units, such
as classifiers. The JK Drop-weight Test, for example, is
linked to the JK comminution models (Morrell, 2014b).

The JK Drop-weight Test is conducted on single-size
particles ranging from —63 + 53 mm to —16 + 13.2 mm.
Each size class is broken at three input energies and the
progeny particles sized. From the size distribution the
fraction less than 1/10th the original size is determined,
the tyo. The t;q is related to the associated input specific
energy (Ecs, kWh t ') by the following:

to = A[1 — e PE)] (5.9)

where A and b are dependent on the ore properties (type,
size, etc.). The product A X b can be correlated with other
comminution system variables: a high A X b, for example,
indicates material easy to break and corresponds to a low
work index, Wi. The t;o can be related to other ¢, values.
This approach is described in detail by Napier-Munn
et al. (1996).

A drawback of the drop-weight test is that usually
over 60 kg of rock are required for a single test. This
problem is addressed with the introduction of the SMC

Test®, noted earlier, which reduces the amount of sample
required (Morrell, 2004b).

MacPherson Test

Developed by Art MacPherson while at Aerofall Mills
Ltd., it uses a 450 mm dry air-swept SAG mill with an
8% ball charge. The test is run in closed circuit to steady
state. At completion, the particle size distribution (PSD)
is measured. Based on the PSD of feed and product and
the measured power input, the autogenous work index
(AWi) is determined. Two drawbacks of the test are: it is
restricted to particles finer than 32 mm, and due to the
low number of high energy impacts a correction for hard
ores is required (Mosher and Bigg, 2002).

SPI and SGI Tests

The SPI™ (SAG Power Index, trademark of SGS Mineral
Services and invented by John Starkey) and the generic
SGI (SAG Grindability Index) tests are dry batch tests
commonly used for ore variability characterization in
SAG milling circuits. The main differences between the
SPI and the SGI are: 1) sample prep for the test feed is
different; 2) the SGI is run progressively with fixed tim-
ing. The two, largely interchangeable, batch tests are
conducted in a 30.5 cm diameter by 10.2 cm long grind-
ing mill charged with 5 kg of steel balls. Two kilograms
of sample are crushed to 100% minus 1.9 cm and 80%
minus 1.3 cm and placed in the mill. The test is run until
the sample is reduced to 80% minus 1.7 mm. The test
result is M, the time (in minutes) required to reach a Pg
of 1.7 mm (Starkey and Dobby, 1996). This time is used
to calculate the SAG mill specific energy, Esug, either via
the proprietary SPI equation (Kosick and Bennett, 1999)
or a published SGI equation (Amelunxen et al., 2014):

M n
Esac =K <—) SAG
/P80 %

where K and n are empirical factors, and fsag incorpo-
rates a series of calculations that estimate the influence of
factors such as pebble crusher recycle load (Chapter 6),
ball load, and feed size distribution. Amelunxen et al.
(2014) published a set of parameters (calibrated mostly
from porphyry ores in the Americas) for the SGI equation
where K=5.9, n=0.55 and fs4c=1.0 for a circuit
without pebble crushing or fs4c = 0.85 for a circuit with
pebble crushing.

(5.10)

SAGDesign Test

The Standard Autogenous Grinding Design (SAGDesign)
test measures macro and micro ore hardness by means of
a SAG mill test and a standard Bond ball mill work index
test on SAG ground ore. Ore feed is prepared from a



minimum of 10 kg of split diamond drill core samples by
stage crushing the ore in a jaw crusher to 80% product
passing 19 mm. The SAG test reproduces commercial
SAG mill grinding conditions on 4.5 liter of ore and
determines the SAG mill specific pinion energy needed to
grind ore from 80% passing 152 mm to 80% passing
1.7 mm, herein referred to as macro ore hardness. The
SAG mill product is then crushed to 100% passing
3.35 mm and is subjected to a standard Bond ball mill
work index (S4-BWi) grinding test to provide the total
pinion energy at the specified grind size for mill design
purposes. A calibration equation is used to convert
the test result (total number of revolutions to reach the
endpoint and the initial mass of feed ore) to the pinion
energy. The SAGDesign test has been abbreviated for
the needs of geometallurgy, that is, measuring the ore
variability in a deposit (Brissette et al., 2014).

Bond-based AG/SAG Models

Several authors have developed autogenous and semiauto-
genous grinding models that are re-calibrated versions of
Bond equations (e.g., Barratt, 1979; Sherman, 2011; Lane
et al., 2013). These methods typically partition SAG
breakage into ranges of particle sizes where one or
another of the Bond work index values is used, the sum
of which is then multiplied by empirical adjustment fac-
tors to give an estimate of the SAG mill (or SAG-ball
mill circuit) specific energy consumption. A detailed
example of a Bond-type SAG circuit sizing calculation is
provided by Doll (2013).

The validity of the Bond method has been questioned in
the case of coarser particle sizes in SAG milling (Millard,
2002). Laboratory testing of rocks at different sizes fre-
quently indicates material reporting harder (higher) crushing
work index values at coarser sizes. If the model is valid,
then the only way this is possible is if the defects (fractures)
where a rock breaks are eliminated at larger sizes, which is
plainly not possible. Fortunately, Bond-based models tend
to not be sensitive to coarse sized material due to the
(F 80)_% term being small in relation to the (Pgo)_% term.

5.3.3 Population Balance Models

The energy-based models, such as the Bond model, do
not predict the complete product size distribution, only
the 80% passing size, nor do they predict the effect of
operating variables on mill circulating load, nor classifica-
tion performance. The complete size distribution is
required in order to simulate the behavior of the product
in ancillary equipment such as screens and classifiers, and
for this reason population balance models are used in
the design, optimization and control of grinding circuits
(Napier-Munn et al., 1996).
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Population balance—or mass-size balance—describes
a family of modeling techniques that involve tracking
and manipulating whole (or partial) particle size distribu-
tions as they proceed through the comminution process
(or, indeed, any mineral processing unit). These techni-
ques allow grinding circuits to be simulated without the
assumption that all particle size distributions have a
“normal” shape (as in many energy-based models), but at
a cost of being more computationally intensive and
requiring more model configuration parameters.

There are various commercially available programs
that perform this style of modeling (e.g., USIMpac, JK
SimMet, and Moly-Cop Tools). A range of case studies
can be found in the literature, covering both design and
optimization of grinding circuits. Examples include
Richardson (1990), Lynch and Morrell (1992), McGhee
et al. (2001), and Dunne et al. (2001).

The general equation describing any comminution
device is (Napier-Munn et al., 1996; King, 2012):

pi=Tii (5.11)
where p,, f; are the fraction in size class i in product and
feed, respectively, and T; is some transfer function. The
task is to determine T;.

This modeling approach is most often applied to tum-
bling mills. The starting assumption is that the rate of dis-
appearance (rate of breakage) of mass of size class i is
proportional to the mass of that size fraction in the mill at
time t, fi(¢), that is, a first-order kinetics model:

dfi(o) _
dt

= Sifi() (5.12)
where S; is the specific rate of breakage (or selection)
parameter of size class i. By convention, the size
classes are numbered 1 to n, from coarsest to finest (with
n+ 1 being the pan fraction in a typical sieve sizing
method).

To complete the balance on any size class, the break-
age into and out of that class is required. This introduces
a second parameter, the breakage (or breakage appear-
ance) parameter, B:

dﬁ;) (5.13)

i—1

= D BiSif(0 = Sfi®
j=1

where B;; describes the fraction of size j (j <i) that reports

to size i. If we apply the balance around a single size class

then the solution to Eq. (5.13) is (dropping the #):

Product out = Feed in + Breakage in — Breakage out

i—1 i—1
pi=fi+ Y BySfi—Sfior > Bysf+a-s5 O
= =
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TABLE 5.2 Cumulative Mass Retained as a Function of Time (%)

Size (um) Time (min)
0 2 4 6 8 10 12
600 13.12 3.83 1.66 0.70 0.33 0.15 0.10
300 29.99 13.36 5.49 2.11 0.78 0.31 0.16
150 52.05 35.98 24.24 15.64 8.64 5.05 2.81
75 77.10 66.30 56.71 48.37 40.16 33.05 27.60
37 87.62 81.52 75.02 69.88 64.49 59.97 55.69
Provided we know the B and S parameters as a func- W= . o mom o
tion of size, we can predict the product size distribution. L . s
The simplest way to test the model is to consider the 58 S, i A
rate of disappearance of the top size class. Writing = \o\ ......... 4
Eq. (5.12) for size class (sieve) 1 and assuming all parti- o 10 p DRV Al
. . . . . 1] SN T,
cles have the same residence time (as in batch grinding) S ~. Beew.
we derive: © . a
£ Sso
f1(l)) N T
In|—= | = =S¢ (5.15) 3 o
1(0) £ S
L . . o o
where f;(0) and f;(f) are the initial weight and weight N
. . . . ©-+300 -A-+150 % +75 -0-+37 ~o
retained after # grind time, and S is the rate of breakage 04 ) ) ) ) ) )
parameter for size class 1. Table 5.2 and Figure 5.4 show 0 2 4 6 8 10 12 14

the result of a laboratory batch ball-mill grinding test on a
sample of Pb-Zn ore taken from a ball mill feed.
Figure 5.4 shows that the rate of disappearance of
“coarse” material does obey the first order rate model; the
slope is S and we note that S increases with increasing
particle size (usually to a maximum depending on factors
such as media size to particle size). The equation could
have been written in terms of fine material: the rate of
appearance of fines would also follow the first-order model.
This is a common finding for batch tests (Austin et al.,
1984) but first order appearance of fines has also long been
recognized in continuous milling (Dorr and Anable, 1934).
Figure 5.5 shows the general relationship for the rate of
breakage parameter as a function of particle size for ball
milling and SAG milling. The maximum is related to the
ball size to particle size ratio passing through an optimum
(at too large a particle size the balls are too small for effec-
tive breakage). The minimum is related to the “critical
size” observed in AG/SAG milling where particles of this
size self-break slowly and build up in the mill requiring
extraction and crushing to eliminate (Chapters 6 and 7).
The model (Eq. (5.14)) can be combined with infor-
mation on material transport, measured by the distribution
of residence times in the mill, and mill discharge charac-
teristics to provide a description of open-circuit grinding,
which can be coupled with information concerning the
classifier to produce closed-circuit grinding conditions

Time (min)

FIGURE 5.4 Test of first order grinding kinetics, the “disappearance
plot” (Eq. (5.15)).
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FIGURE 5.5 General result for specific rate of breakage as a function
of particle size.

(Napier-Munn et al., 1996). A simplification for closed
circuit ball mill grinding is that transport can be approxi-
mated by plug flow (Furuya et al., 1971). In that case
Eq. (5.15), the solution for batch grinding and hence also
plug flow, applies. (See Chapter 12 for more discussion



on material transport.) These models can only realize their
full potential, however, if there are accurate methods of
estimating the B and S model parameters (or functions).
The complexity of the breakage environment in a tum-
bling mill precludes the calculation of these values from
first principles, so that successful application depends on
the development of techniques for the calibration of
model parameters to experimental data. There are meth-
ods to estimate the selection and breakage functions
simultaneously (e.g., Rajamani and Herbst, 1984).
Commercial simulators often use a default breakage func-
tion, which is a drawback. Refinements to determine S
and B continue to evolve (Shi and Xie, 2015).

Experimental characterization of the properties of
heterogeneous ores is a challenge in population-type
models. Although breakage characteristics for homoge-
neous materials can be determined on a small scale
and used to predict large-scale performance, it is more
difficult to predict the behavior of mixtures of two or
more components. Furthermore, the relationship of mate-
rial size reduction to subsequent processing is even more
difficult to predict (e.g., using the output of population
balance comminution models to predict flotation charac-
teristics) due to the complexities of mineral release (lib-
eration). Work has advanced on the development of
grinding models that include mineral liberation in
the size-reduction description (Choi et al., 1988; Herbst
et al., 1988). An entropy-based multiphase approach,
which models particles individually rather than the
standard approach of using composite classes, is seen as
an advance (Gay, 2004). The development of liberation
models is essential if simulation of integrated plants is to
be realized.

Linking to Energy

The mass-size balance models as written above are in
the time-domain. To be more practical they need to be
converted to the energy-domain. One way is by arguing
that the specific rate of breakage parameter is propor-
tional to the net specific power input to the mill charge
(Herbst and Fuerstenau, 1980; King, 2012). For a batch
mill this becomes:

(5.16)

where S¥ is the energy-specific rate of breakage param-
eter, P the net power drawn by the mill, and M the mass
of charge in the mill excluding grinding media (i.e., just
the ore). The energy-specific breakage rate is commonly
given in t kWh ™!, For a continuous mill, the relation-
ship is:

(5.17)
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where 7 is the mean retention time, and F the solids mass
flow rate through the mill. Assuming plug flow,
Eq. (5.17) can be substituted into Eq. (5.15) to apply to a
grinding mill in closed circuit (where ¢ = 7).

Simplified Grinding Model

The result in Figure 5.5 suggests a simplified approach to
grinding models by basing on disappearance of “coarse”
without reference to where the products end up, that is,
eliminating the B function. Given that the coarse fraction
is determined by cumulating the data above a given size
(see Table 5.2), the S—parameter is no longer size discrete
but on a cumulative basis. Thus, the model is also referred
to as the cumulative-basis grinding model.

Finch and Ramirez-Castro (1981) adopted the cumula-
tive basis model in order to extend the grinding model to
mineral classes, which otherwise would require the esti-
mation of the B function for these classes, making an
already difficult task essentially insurmountable. Applied
to a Pb-Zn ore, they found that mineral grinding rates
were similar but classification was highly dependent on
mineral density, which dominated the mineral size distri-
butions in the ball mill-cyclone circuit (see also
Chapter 9). Hinde and Kalala (2009) used the cumulative-
basis model for tumbling mills, stirred mills and HPGRs
in assessing competing circuit arrangements. They con-
verted to the energy-domain by adapting the approach of
Herbst and Fuerstenau (1980) (Eq. (5.16)) and confirmed
the model in batch grinding tests. Jankovic and Valery
(2013), in essence, used the cumulative-basis (or “coarse
disappearance”) model in assessing closed circuit ball
mill operation.

5.3.4 Fundamental Models

Use of Discrete Element Modeling (DEM) and
Computational Fluid Dynamics (CFD), while becoming
routine in modeling many unit operations in mineral pro-
cessing (Chapter 17), has arguably been most widely
applied to comminution units. The computationally-
intensive technique combines detailed physical models
to describe the motion of balls, rocks, and slurry and
attendant breakage of particles as they are influenced by
moving liners/lifters and grates. Powell and Morrison
(2007) make the case that the future of comminution
modeling must include these advanced techniques that the
ever-increasing computational power brings into reach.
These advanced modeling techniques applied to tum-
bling mills are leading to improved understanding of
charge dynamics, and to improved designs of mill inter-
nals. There is potential to reduce downtime and increase
the efficient use of energy. The approach has been shown
to reliably model breakage in tumbling mills (Carvalho
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and Tavares, 2010), and is in common use simulating
breakage in crushers (Quist and Evertsson, 2010; Kiangi
et al., 2012). Applied to stirred mills it has helped identify
the importance of shear in size reduction (Radziszewski,
2013a). Incorporating slurry properties, moving to simula-
tion of continuous operation (simulations are currently
batch and the introduction of feed is a disturbance to
charge motion), and direct prediction of particle breakage
are some of the areas of active research.

One of the features of three-dimensional DEM simula-
tion is the cutaway images of particle motion in the mill,
an example being in Figure 5.6 for a 1.8 m diameter pilot
SAG mill. Radziszewski and Allen (2014) provide a
series of images of charge motion in stirred mills.

Validation of the predictions made by DEM/CFD
models is critical to verifying the simulations. Visual
inspection through a transparent end wall is commonly
used (e.g., Maleki-Moghaddam et al., 2013). Figure 5.7
shows a good agreement between simulation and experi-
ment for charge motion for a scaled-down SAG mill.
Positron Emission Particle Tracking (PEPT, Chapter 17)
is a powerful non-invasive tool for validation but is
restricted by the size of the scanner to relatively small test
units. Acoustic monitoring of industrial-scale units pro-
vides another non-invasive opportunity to test model

FIGURE 5.6 Example of ball and particle motion in a slice of a pilot
SAG mill using three-dimensional DEM simulation (Courtesy CSIRO
(Dr. Paul Cleary)).

FIGURE 5.7 Comparison of three-dimensional DEM with experiment
for 75% critical speed, scale model 0.6 m diameter SAG mill (Courtesy
CSIRO (Dr. Paul Cleary)).

predictions, for example, detecting where balls strike the
shell (Pax, 2012).

5.4 COMMINUTION EFFICIENCY

Comminution consumes the largest part of the energy used
in mining operations, from 30 to 70% (Radziszewski,
2013b; Nadolski et al., 2014). This has consequently
drawn most of the sustainability initiatives designed to
reduce energy consumption in mining, including, for
example, the establishment of CEEC (Coalition for Eco-
efficient Comminution, www.ceecthefuture.org) and
GMSG (Global Mining Standards Guidelines Group,
www.globalminingstandards.org).

One approach is to ask if all the ore needs fine grind-
ing, where the bulk of the energy is consumed. Certainly
in the case of low grade ores, much of the gangue can be
liberated at quite coarse size and its further size reduction
would represent inefficient expenditure of comminution
energy (Chapter 1). This provides an opportunity for ore
sorting, for example (Chapter 14). Lessard et al. (2014)
provide case studies showing the impact on comminution
energy of including ore sorting on crusher products ahead
of grinding. Similar in objective, the development of
coarse particle flotation technologies (Chapter 12) aims
to reduce the mass of material sent to the fine grinding
(liberation) stage.

This still leaves the question of how efficiently the
energy is used in comminution. It is common experience
that significant heat is generated in grinding (in particular)
and can be considered a loss in efficiency. However, it
may be that heat is an inevitable consequence of breakage.
Capturing the heat could even be construed as a benefit
(Radziszewski, 2013b).

A fundamental approach to assessing energy efficiency
is to compare input energy relative to the energy associ-
ated with the new surface created. This increase in surface
energy is calculated by multiplying the area of new sur-
face created (m®) by the surface tension expressed as an
energy (J m~%). On this basis, efficiency is calculated to
be as little as 1% (Lowrison, 1974). This may not be an
entirely fair basis to evaluate as we suspect that some
input energy goes into deforming particles and creating
micro-cracks (without breakage) and that the new surface
created is more energetic than the original surface, mean-
ing the surface tension value may be underestimated. In
addition, both these factors may provide side-benefits of
comminution. Rather than this comparison as a basis,
other measures use a comparison against a “standard.”

Possible Standards

Single particle slow compressive loading is considered
about the most energy efficient way to comminute.


http://www.ceecthefuture.org
http://www.globalminingstandards.org

Comparing to this basis, Fuerstenau and Abouzeid (2002)
found that ball milling quartz was about 15% energy effi-
cient. From theoretical reasoning, Tromans (2008) esti-
mated the energy associated with breakage by slow
compression and showed that relative to this value the
efficiency of creating new surface area could be as high
as 26%, depending on the mineral.

Nadolski et al. (2014) propose an “energy benchmark-
ing” measure based on single particle breakage. A meth-
odology derived from the JK Drop-weight Test is used to
determine the limiting energy required for breakage,
termed the “essential energy.” They derive a comminution
benchmark energy factor (BEF) by dividing actual energy
consumed in the comminution machine by the essential
energy. They make the point that the method is indepen-
dent of the type of equipment, and can be used to include
energy associated with material transport as well to assess
competing circuit designs.

A standard already in use is the Bond work index
against which the operating work index can be compared.

Operating Work Index Wig

This is obtained for a comminution device using
Eq. (5.4), by measuring W (the specific energy being
used, kWh t '), Fg, and Pg, and solving for Wi as the
operating work index, Wi,. (Note that the value of W is
the power applied to the pinion shaft of the mill. Motor
input power thus has to be converted to power at the mill
pinion shaft output by applying corrections for electrical
and mechanical losses between the power measurement
point and the shell of the mill.) The ratio of laboratory
determined work index to operating work index, Wilab:
Wiy, is the measure of efficiency relative to the standard:
for example, if Wilab:Wi, <1, the unit or circuit is using
more energy than predicted by the standard test, that is, it
is less efficient than predicted. Values of Wilab:Wi,
obtained from specific units can be used to assess the
effect of operating variables, such as mill speed, size of
grinding media, type of liner, etc. Note, this means that
the Bond work index has to be measured each time the
comparison is to be made. An illustration of the use of
this energy efficiency calculation is provided by Rowland
and Mclvor (2009) (Example 5.2).

The procedure has the virtue of simplicity and the use of
well recognized formulae. Field studies have shown the ratio
can vary as much as *35% from unity (some circuits will
operate at greater efficiency than the Bond energy predicts).
Rowland and MclIvor (2009) discuss some of the limitations
of the method. They note that the size distributions from
AG/SAG milling can be quite unlike those from rod and ball
mills on which the technique originated; and, beyond giving
a measure of efficiency, it does not provide any specific
indication of the causes of inefficiency. In the case of ball
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Example 5.2

a. A survey of a SAG-ball mill circuit processing ore from
primary crushing showed size reduction of circuit (SAG)
feed Fgo of approximately 165,000 pm to flotation circuit
feed (cyclone overflow) Pgg of 125 pm. The total specific
energy input for the two milling stages was 14.6 kWh t .
Calculate the operating work index for the circuit.

b. Circuit feed samples taken at the same time were sent
for Bond work index testing. The rod mill test gave
RWilab of 14.5kWh t™' and a ball mill work index
BWilab of 13.8 kWh t™'. Accepting that the rod mill
work index applies to size reduction of the circuit feed
down to the rod mill test product Pgo of 1050 pm and
that the ball mill work index applies from this size to
the circuit product size, calculate the standard Bond
energy for the circuit.

c. Calculate the combined Wilab and the relative effi-
ciency, Wilab:Wio. What do you conclude?

Solution
a. The appropriate form of Eq. (5.4) is:

1 1
14.6=10X Wiy | ——e — ——
° («/125 V1 65000)

Wi, =16.8 (kWh t™1)

b. Bond energy for both size reduction stages is:

From rod mill test:

1 1
W=10X145 -
(\/ 1050 /1 65000)

W=4.1KWht)

From ball mill test:

1 1
W=10X138| — —
(\/125 «/1050)

W=81(kWht)

Therefore predicted total is: Wy =12.2 kWh t!
c. The combined test work index for this ore, Wilab® is
given by:

1 1
122=10X Wilah® | — — ——
1 <«/125 «/165000)

Wilab® = 14.0 (kWh t™1)
and, thus:

Wilab®  14.0
=_"" = %
Wi e~ 0-83 (or83%)

This result indicates the circuit is only 83% efficient
compared to that predicted by the Bond standard test.
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mill-classifier circuits “functional performance analysis”
does provide a tool to identify which of the two process units
(or both) may be the source of inefficiency.

Functional Performance Analysis

Mclvor (2006, 2014) has provided an intermediate level
(i.e., between the simple lumped parameter work index of
Bond, and the highly detailed computerized circuit model-
ing approach) to characterize ball mill-cyclone circuit
performance.

Classification System Efficiency (CSE) is the percentage
of “coarse” size (typically with reference to the Pgy) mate-
rial occupying the mill and can be calculated by taking the
average of the percentage of coarse material in the mill feed
and mill discharge. As this also represents the percentage of
the mill energy expended on targeted, coarse size material,
it is directly proportional to overall grinding circuit effi-
ciency and production rate. Circuit performance can then be
expressed in the Functional Performance Equation for ball
milling circuits, which is derived as follows.

Define “fines” as any product size material, and “coarse”
as that targeted to be further ground, the two typically differ-
entiated by the circuit target Pgy. For any grinding circuit,
the production rate of new, product size material or fines
(Production Rate of Fines, PRF) must equal the specific
grinding rate of the coarse material (i.e., fine product gener-
ated per unit of energy applied to the coarse material) times
the power applied to the coarse material:

Circuit PRF = Power Applied to Coarse Material
X Specific Grinding Rate of Coarse Material
The power applied to the coarse material is the total
mill power times the fraction of coarse material in the
mill, the latter already defined as CSE. Therefore:
Circuit PRF = Mill Power X CSE
X Specific Grinding Rate of Coarse Material
A measure of the plant ball mill’s grinding efficiency
is the ratio of the grinding rate of the coarse material in
the plant ball mill compared to the grinding rate, or
“grindability,” of the same coarse material (g rev_l) as
measured in a standardized test mill set up. That is:
Mill Grinding Eff. = Specific Grinding Rate of
Coarse Material /Material Grindability
Therefore, if we substitute for specific grinding rate of
coarse in the previous equation, we have the Functional
Performance Equation for ball milling circuits:
Circuit PRF = Mill Power X CSE
X Mill Grinding Efficiency
X Material Grindability

This is a simple yet insightful expression of how a
ball mill-cyclone circuit generates new product size mate-
rial. Rate of production is a direct function of the material
grindability, as well as the amount of power provided by
the mill. It is also a direct function of two separate and
distinct efficiencies that are in play. Each of these effi-
ciencies is specifically related to certain physical design
and operating variables, which we can manipulate. The
terms in the equation are generated by a circuit survey.
Thus, the Functional Performance Equation provides
understanding and opportunity for plant ball mill circuit
optimization.

It is also noteworthy that the complement to CSE is
the fraction of mill energy being used on unnecessary
further grinding of fines. Such over-grinding is often det-
rimental to downstream processing and thus an important
motivator to achieve high CSE, even beyond its impact
on grinding circuit efficiency.
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Chapter 6

Crushers

6.1 INTRODUCTION

Crushing is the first mechanical stage in the process of
comminution in which a principal objective is the libera-
tion of the valuable minerals from the gangue. Crushing
is typically a dry operation that is performed in two- or
three-stages (i.e., primary, secondary, tertiary crushing).
Lumps of run-of-mine ore as large as 1.5 m across are
reduced in the primary crushing stage to 10—20 cm in
heavy-duty machines.

In most operations, the primary crushing schedule is
the same as the mining schedule. When primary crushing
is performed underground it is normally a responsibility of
the mining department; for primary crushing at the surface
it is customary for the mining department to deliver the
ore to the crusher and for the mineral processing depart-
ment to crush and handle the ore from this point through
the successive ore-processing stages. Primary crushers are
commonly designed to operate 75% of the available time,
mainly due to interruptions caused by insufficient crusher
feed and mechanical delays (Lewis et al, 1976;
McQuiston and Shoemaker, 1978; Major, 2002).

Primary crusher product from most metalliferous ores
can be crushed and screened satisfactorily, and subsequent
crushing consists of one or two size-reduction stages with
appropriate crushers and screens (Major, 2002). In three-
stage circuits, ore is reclaimed from ore storage with
secondary crushing product typically ranging from
3.7—5.0 cm, and tertiary crushing further reducing the ore
to ca. 0.5—2 cm in diameter. The product size is deter-
mined by the size of the opening at the discharge, called
the set or setting. The reduction ratio is the ratio of feed
size to product size, often with reference to the 80%
passing size, that is, reduction ratio = Fgo/Pgg. If the ore
tends to be slippery and tough, the tertiary crushing stage
may be substituted by coarse grinding. On the other hand,
more than three size-reduction stages may be required if
the ore is extra-hard, or in special cases where it is impor-
tant to minimize the production of fines (Major, 2009).

Vibrating screens are sometimes placed ahead of sec-
ondary or tertiary crushers to remove undersize material
(i.e., scalp the feed), thereby increasing the capacity of
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the crushing plant. Undersize material tends to pack the
voids between large particles in the crushing chamber,
and can choke the crusher, causing damage, because the
packed mass of rock is unable to swell in volume as it
is broken.

Crushing may be in open- or closed-circuit, depending
on the required product size distribution. Two basic crush-
ing flowsheets are shown in Figure 6.1: (a) the older style
(“traditional”) 3-stage crushing circuit ahead of a rod
mill, and (b) the more modern open-circuit primary crush-
ing prior to SAG milling with crushing and recycling of
“critical size” material (see Chapters 5 and 7 for discus-
sion on “critical size”). Both flowsheets show the primary
crusher is in open circuit. Figure 6.1(a) shows the second-
ary crusher operating in open-circuit while the tertiary
crusher is closed with the screen undersize feeding the
rod mill. In open-circuit crushing there is no recycle of
crusher product to the feed. Open-circuits may include
scalping ahead of the crushers with undersize material
from the screen being combined with the crusher product,
which is then routed to the next operation. If the crusher
is producing rod mill (or ball mill) feed, it is good
practice to use final stage closed-circuit crushing in which
the undersize from the screen feeds the mill. The crusher
product is returned to the screen so that any over-size
material is recirculated. To meet the tonnage and product
size requirements there may be more than one secondary
and tertiary crusher operating in parallel with the feed
split between the units. The various circuits are illustrated
by Major (2002).

One of the main reasons for closing the circuit is the
greater flexibility given to the crushing plant as a whole.
The crusher can be operated at a wider setting if
necessary, thus altering the size distribution of the prod-
uct, and by making a selective cut on the screen, the fin-
ished product can be adjusted to give the required
specification. There is the added factor that if the material
is wet or sticky (potentially due to climatic conditions) it
is possible to open the setting of the crusher to prevent
the possibility of packing, and by this means the through-
put of the machine is increased, which will compensate
for the additional circulating load. Closed-circuit
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operation also allows compensation for wear that takes
place on liners, and generally gives greater freedom to
meet changes in requirements from the plant.

Surge bins precede the primary crusher to receive
dumped loads from ships or trucks and should have
enough storage capacity to maintain a steady feed to the
crusher. In most mills the crushing plant does not run for
24 h a day, as hoisting and transport of ore is usually car-
ried out on two shifts only, the other shift being used for
drilling and blasting. The crushing section must therefore
have a greater hourly capacity than the rest of the plant,
which is run continuously. Crushed ore surge capacity is
generally included in the flowsheet to ensure continuous
supply to the grinding circuit. The obvious question is,
why not have similar storage capacity before the crushers
and run this section continuously also? Apart from the fact
that it is cheaper in terms of power consumption to crush
at off-peak hours, large storage bins are expensive, so it is
uneconomic to have bins at both the crushing and grinding
stages. It is not practical to store large quantities of run-of-
mine (ROM) ore, as it consists of a large range of particle
sizes and the small ones move down in the pile and fill the
voids. This packed mass is difficult to move after it has
settled. ROM ore should therefore be kept moving as
much as possible, and surge bins should have sufficient
capacity only to even out the flow to the crusher.

6.2 PRIMARY CRUSHERS

Primary crushers are heavy-duty machines, used to reduce
ROM ore down to a size suitable for transport and for feed-
ing the secondary crushers or AG/SAG mills. The units
are always operated in open circuit, with or without heavy-

Pebble
crusher

Product

(b)

Example crushing flowsheets feeding a: (a) rod mill, and (b) SAG mill with a “recycle” (pebble) crusher to size reduce “critical size”” material.

Pivot

Pivot

Pivot

Blake Dodge Universal

FIGURE 6.2 Jaw-crusher types.

duty scalping screens (grizzlies). There are two main types
of primary crushers in metalliferous operations: jaw and
gyratory crushers, although impact crushers have limited
use as primaries and will be considered separately. Scalping
is typically associated with jaw crusher circuits and can be
included to maximize throughput.

6.2.1 Jaw Crushers

The Blake crusher was patented by E.W. Blake in 1858 and
variations in detail on the basic form are found in most of
the jaw crushers used today. The patent states that the stone
breaker “consists of a pair of jaws, one fixed and the other
movable, between which the stones are to be broken.” The
jaws are set at an acute angle with one jaw pivoting so as to
swing relative to the other fixed jaw. Material fed into the
jaws is repetitively nipped and released to fall further into
the crushing chamber until the discharge aperture.

Jaw crushers are classified by the method of pivoting
the swing jaw (Figure 6.2). In the Blake crusher, the jaw
is pivoted at the top and thus has a fixed receiving area
and a variable discharge opening. In the Dodge crusher,
the jaw is pivoted at the bottom, giving it a variable feed
area but fixed delivery area. The Dodge crusher is
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FIGURE 6.3 Double-toggle jaw crusher: (a) functional diagram, and (b) cross section.

restricted to laboratory use, where close sizing is required.
The Universal crusher is pivoted in an intermediate posi-
tion, and thus has a variable delivery and receiving area.

There are two forms of the Blake crusher: double
toggle and single toggle.

In double-toggle Blake crushers, the oscillating move-
ment of the swinging jaw is effected by vertical move-
ment of the pitman, which moves up and down under the
influence of the eccentric (Figure 6.3). The back toggle
plate causes the pitman to move sideways as it is pushed
upward. This motion is transferred to the front toggle
plate, which in turn causes the swing jaw to close on the
fixed jaw, this minimum separation distance being the
closed set (or closed side setting). Similarly, downward
movement of the pitman allows the swing jaw to open,
defining the open set (or open side setting).

The important features of the machine are:

1. Since the jaw is pivoted from above, it moves a mini-
mum distance at the entry point and a maximum dis-
tance at the delivery. This maximum distance is called
the throw of the crusher, that is, the difference
between the open side and closed side settings.

2. The horizontal displacement of the swing jaw is great-
est at the bottom of the pitman cycle and diminishes
steadily through the rising half of the cycle as the
angle between the pitman and the back toggle plate
becomes less acute.

3. The crushing force is least at the start of the cycle,
when the angle between the toggles is most acute, and
is strongest at the top of the cycle, when full power is
delivered over a reduced travel of the jaw.

Figure 6.3 shows a cross section through a double-
toggle jaw crusher. Jaw crushers are rated according to
their receiving area, that is, the gape, which is the dis-
tance between the jaws at the feed opening, and the width
of the plates. For example, a 1,220 X 1,830 mm crusher
has a gape of 1,220 mm and a width of 1,830 mm.
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Consider a large piece of rock falling into the mouth
of the crusher. It is nipped by the jaws, which are moving
relative to each other at a rate depending on the size of
the machine (and which usually varies inversely with the
size). Basically, time must be given for the rock broken at
each “bite” to fall to a new position before being nipped
again. The ore falls until it is arrested. The swing jaw
closes on it, quickly at first, and then more slowly with
increasing power toward the end of the stroke. The frag-
ments fall to a new arrest point as the jaws open and are
gripped and crushed again. During each “bite” of the
jaws, the rock swells in volume due to the creation of
voids between the particles. Since the ore is also falling
into a gradually reducing cross sectional area of the crush-
ing chamber, choking of the crusher would soon occur if
it were not for the increasing amplitude of swing toward
the discharge end of the crusher. This accelerates the
material through the crusher, allowing it to discharge at a
rate sufficient to leave space for material entering from
above. This is termed arrested or free crushing as
opposed to choked crushing, which occurs when the vol-
ume of material arriving at a particular cross section is
greater than that leaving. In arrested crushing, crushing is
by the jaws only, whereas in choked crushing, particles
break one other. This inter-particle comminution can lead
to excessive production of fines, and if choking is severe
can damage the crusher.

The discharge size of material from the crusher is con-
trolled by the open side set, which is the maximum open-
ing of the jaws at the discharge end. This can be adjusted
by using toggle plates of the required length. The back
pillow into which the back toggle plate bears can be
adjusted to compensate for jaw wear. A number of manu-
facturers offer jaw setting by hydraulic jacking, and some
fit electro-mechanical systems, which allow remote
control (Anon., 1981).

A feature of all jaw crushers is the heavy fly-wheel
(seen at the back of Figure 6.3(b)) attached to the drive,
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FIGURE 6.4 Cross section of single-toggle Nordberg®™ C Series™ jaw
crusher (Courtesy Metso).

which is necessary to store energy on the idling half of
the stroke and deliver it on the crushing half. Since the
jaw crusher works on half-cycle only, it is limited in
capacity for its weight and size. Due to the alternate load-
ing and release of stress, jaw crushers must be rugged and
require strong foundations to accommodate the vibrations.

In single-toggle jaw crushers (Figure 6.4) the swing
jaw is suspended on the eccentric shaft, which allows a
lighter, more compact design than with the double-toggle
machine. The motion of the swing jaw also differs from
that of the double-toggle design. Not only does the swing
jaw move toward the fixed jaw under the action of the
toggle plate, but it also moves vertically as the eccentric
rotates. This elliptical jaw motion assists in pushing rock
through the crushing chamber. The single-toggle machine
therefore has a somewhat higher capacity than the
double-toggle machine of the same gape. The eccentric
movement, however, increases the rate of wear on the jaw
plates. Direct attachment of the swing jaw to the eccentric
imposes a high degree of strain on the drive shaft, and as
such maintenance costs tend to be higher than with the
double-toggle machine.

Double-toggle machines are usually used on tough,
hard and abrasive material. This being said, single-toggle
crusher do see use (primarily in Europe) for heavy-duty
work on tough taconite ores, and it is often choke fed,
since the jaw movement tends to make it self-feeding.

Jaw-crusher Construction

Jaw crushers are heavy-duty machines and hence must be
robustly constructed. The main frame is often made from

cast iron or steel, connected with tie-bolts. It is commonly
made in sections so that it can be transported underground
for installation. Modern jaw crushers may have a main
frame of welded mild steel plate.

The jaws are usually constructed from cast steel and
fitted with replaceable liners, made from manganese steel,
or “Ni-hard,” a Ni-Cr alloyed cast iron. Apart from reduc-
ing wear, hard liners are essential to minimize crushing
energy consumption by reducing the deformation of the
surface at each contact point. The jaw plates are bolted in
sections for simple removal or periodic reversal to equal-
ize wear. Cheek plates are fitted to the sides of the crush-
ing chamber to protect the main frame from wear. These
are also made from hard alloy steel and have similar lives
to the jaw plates. The jaw plates may be smooth, but are
often corrugated, the latter being preferred for hard, abra-
sive ores. Patterns on the working surface of the crushing
members also influence capacity, especially at small
settings. The corrugated profile is claimed to perform
compound crushing by compression, tension, and shearing.
Conventional smooth crushing plates tend to perform
crushing by compression only, though irregular particles
under compression loading might still break in tension.
Since rocks are around 10 times weaker in tension than
compression, power consumption and wear costs should be
lower with corrugated profiles. Regardless, some type of
pattern is desirable for the jaw plate surface in a jaw crusher,
partly to reduce the risk of undesired large flakes easily slip-
ping through the straight opening, and partly to reduce the
contact surface when crushing flaky blocks. In several
installations, a slight wave shape has proved successful. The
angle between the jaws is usually less than 26°, as the use of
a larger angle causes particle to slip (i.e., not be nipped),
which reduces capacity and increases wear.

In order to overcome problems of choking near the
discharge of the crusher, which is possible if fines are
present in the feed, curved plates are sometimes used.
The lower end of the swing jaw is concave, whereas the
opposite lower half of the fixed jaw is convex. This
allows a more gradual reduction in size as the material
nears the exit, minimizing the chance of packing. Less
wear is also reported on the jaw plates, since the material
is distributed over a larger area.

The speed of jaw crushers varies inversely with the
size, and usually lies in the range of 100—350 rpm. The
main criterion in determining the optimum speed is that
particles must be given sufficient time to move down
the crusher throat into a new position before being
nipped again.

The throw (maximum amplitude of swing of the jaw)
is determined by the type of material being crushed and is
usually adjusted by changing the eccentric. It varies from
1 to 7 cm depending on the machine size, and is highest
for tough, plastic material and lowest for hard, brittle ore.



The greater the throw the less danger of choking, as mate-
rial is removed more quickly. This is offset by the fact
that a large throw tends to produce more fines, which
inhibits arrested crushing. Large throws also impart higher
working stresses to the machine.

In all crushers, provision must be made for avoiding
damage that could result from uncrushable material enter-
ing the chamber. Many jaw crushers are protected from
such “tramp” material (often metal objects) by a weak
line of rivets on one of the toggle plates, although auto-
matic trip-out devices are now common. Certain designs
incorporate automatic overload protection based on
hydraulic cylinders between the fixed jaw and the frame.
In the event of excessive pressure caused by an overload,
the jaw is allowed to open, normal gap conditions being
reasserted after clearance of the blockage. This allows a
full crusher to be started under load (Anon., 1981). The
use of “guard” magnets to remove tramp metal ahead of
the crusher is also common (Chapters 2 and 13).

Jaw crushers are supplied in sizes up to 1,600 mm
(gape) X 1,900 mm (width). For coarse crushing applica-
tion (closed set~300 mm), capacities range up to ca.
1,200t h~!. However, Lewis et al. (1976) estimated that
the economic advantage of using a jaw crusher over a
gyratory diminishes at crushing rates above 545 th™ ', and
above 725 th™' jaw crushers cannot compete.

Gape Spi

Spindle

Open set

Closed set

Eccentric sleeve

Spider

Shell

(a)
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6.2.2 Gyratory Crushers

Gyratory crushers are principally used in surface-
crushing plants. The gyratory crusher (Figure 6.5) con-
sists essentially of a long spindle, carrying a hard steel
conical grinding element, the head, seated in an eccen-
tric sleeve. The spindle is suspended from a “spider”
and, as it rotates, normally between 85 and 150 rpm, it
sweeps out a conical path within the fixed crushing
chamber, or shell, due to the gyratory action of the
eccentric. As in the jaw crusher, maximum movement of
the head occurs near the discharge. This tends to relieve
the choking due to swelling. The gyratory crusher is a
good example of arrested crushing. The spindle is free
to turn on its axis in the eccentric sleeve, so that during
crushing the lumps are compressed between the rotating
head and the top shell segments, and abrasive action in a
horizontal direction is negligible.

With a gyratory crusher, at any cross section there
are in effect two sets of jaws opening and shutting like
jaw crushers. In fact, the gyratory crusher can be
regarded as an infinitely large number of jaw crushers
each of infinitely small width, and, as consequence, the
same terms gape, set, and throw, have identical meaning
in the case of the gyratory crusher. Since the gyratory,
unlike the jaw crusher, crushes on full cycle, it has a
higher capacity than a jaw crusher of the same gape,

FIGURE 6.5 Gyratory crusher: (a) functional diagrams, and (b) cross section and overhead view (Courtesy FLSmidth).
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roughly by a factor of 2.5—3, and is usually favored in
plants handling large throughputs: in mines with crush-
ing rates above 900th™ ", gyratory crushers are always
selected.

Gyratory crushers are identified by the size of the gape
and the size of the mantle at the discharge. They range in
size up to ca. 1,600 mm X 2,900 mm (gape X mantle diam-
eter) with power consumption as high as 1,200 kW and
capable of crushing up to ca. 10,000th™" at a discharge
open side setting up to 240 mm.

Large gyratories typically dispense with expensive
feeding mechanisms and are often fed direct from trucks
(Figure 6.6). They can be operated with the head buried
in feed. Although excessive fines may have to be
“scalped” from the feed (more common in jaw crushing
circuits), the trend in large-capacity plants with gyratory
crushers is to dispense with grizzlies. This reduces capital
cost of the installation and reduces the height from which
the ore must fall into the crusher, thus minimizing dam-
age to the spider. Choked crushing is encouraged to some
extent as rock-to-rock crushing in primary stages reduces
the rock-to-steel crushing required in the secondary
crushers, thus reducing wear (McQuiston and Shoemaker,
1978). Choke feeding of a gyratory crusher has been
claimed beneficial when the crusher is followed by SAG
mills, as their throughput is sensitive to the mill feed size
(Simkus and Dance, 1998). Operating crushers under
choke feeding conditions gives more even wear and
longer crusher life.

FIGURE 6.6 Truck dumping ore into a primary gyratory crusher
(Courtesy Sandvik).

The last ten years or so have seen advances in
increased installed power which, without increasing
crusher size, has increased capacity (Erikson, 2014).
Other innovations have been in serviceability, and mea-
surement of wear components (Erikson, 2014).

Gyratory Crusher Construction

The outer shell of the crusher is constructed from heavy
steel casting or welded steel plate, with at least one con-
structional joint, the bottom part taking the drive shaft for
the head, the top, and lower shells providing the crushing
chamber. If the spindle is carried on a suspended bearing,
as in most primary gyratories, then the spider carrying the
bearing forms a joint across the reinforced alloyed white
cast-iron (Ni-hard) liners or concaves. In smaller crushers,
the concave is one continuous ring bolted to the shell.
Large machines use sectionalized concaves, called staves,
which are wedge-shaped, and either rest on a ring fitted
between the upper and the lower shell, or are bolted to
the shell. The concaves are backed with some soft filler
material, such as white metal, zinc, or plastic cement,
which ensures even seating against the steel bowl.

The head consists of the steel forgings, which make
up the spindle. The head is protected by a mantle (usually
of manganese steel) fastened to the head by means of nuts
on threads which are pitched so as to be self-tightening
during operation. The mantle is typically backed with
zinc, plastic cement, or epoxy resin. The vertical profile
is often bell-shaped to assist the crushing of material that
has a tendency to choke. Figure 6.7 shows a gyratory
crusher head during installation.

Some gyratory crushers have a hydraulic mounting
and, when overloading occurs, a valve is tripped which
releases the fluid, thus dropping the spindle and allowing
the “tramp” material to pass out between the head and the
bowl. The mounting is also used to adjust the set of
the crusher at regular intervals to compensate for wear on
the concaves and mantle. Many crushers use simple
mechanical means to control the set, the most common
method being by the use of a ring nut on the main shaft
suspension.

6.2.3 Crusher Capacity

Because of the complex action of jaw and gyratory
crushers, formulae expressing their capacities have never
been entirely satisfactory. Crushing capacity depends on
many factors, such as the angle of nip (i.e., the angle
between the crushing members), stroke, speed, and the
liner material, as well as the feed material and its initial
particle size. Capacity problems do not usually occur in
the upper and middle sections of the crushing cavity, pro-
viding the angle of nip is not too great. It is normally the



FIGURE 6.7 Crusher head during installation (Courtesy FLSmidth).

discharge zone, the narrowest section of the crushing
chamber, which determines the crushing capacity.

Broman (1984) describes the development of simple
models for optimizing the performance of jaw and gyra-
tory crushers. The volumetric capacity (Q, m> h™') of a
jaw crusher is expressed as:

Q = BSs-cota-k-60n 6.1)

where B = inner width of crusher (m); S = open side set-
ting (m); s =throw (m); a = angle of nip; n = speed of
crusher (rpm); and k is a material constant which varies
with the characteristics of the crushed material, the feed-
ing method, liner type, etc., normally having values
between 1.5 and 2.

For gyratory crushers, the corresponding formula is:

Q0 = (D — S)nSs-cota-k-60n (6.2)

where D = diameter of the head mantle at the discharge
point (m), and k, the material constant, normally varying
between 2 and 3.

6.2.4 Selection of a Jaw or Gyratory Crusher

As noted, in deciding whether a jaw or a gyratory crusher
should be used, the main factor is the maximum size of
ore which the crusher will be required to handle and the
throughput required. Gyratory crushers are, in general,
used where high capacity is required. Jaw crushers tend to
be used where the crusher gape is more important than
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the capacity. For instance, if it is required to crush
material of a certain maximum diameter, then a gyratory
having the required gape would have a capacity about
three times that of a jaw crusher of the same gape. If high
capacity is required, then a gyratory is the answer. If,
however, a large gape is needed but not capacity, then the
jaw crusher will probably be more economical, as it is a
smaller machine and the gyratory would be running idle
most of the time. A guiding relationship was that given
by Taggart (1945): if t h~' < 161.7 X (gape in m?), use a
jaw crusher; conversely, if the tonnage is greater than this
value, use a gyratory crusher.

There are some secondary considerations. The capital
and maintenance costs of a jaw crusher are slightly less
than those of the gyratory but they may be offset by the
installation costs, which are lower for a gyratory, since it
occupies about two-thirds the volume and has about two-
thirds the weight of a jaw crusher of the same capacity.
The circular crushing chamber allows for a more compact
design with a larger proportion of the total volume being
accounted for by the crushing chamber. Jaw-crusher foun-
dations need to be much more rugged than those of the
gyratory, due to the alternating working stresses.

In some cases, the self-feeding capability of the gyra-
tory compared with the jaw results in a capital cost sav-
ing, as expensive feeding devices, such as the heavy-duty
chain feeders (Chapter 2), may be eliminated. In other
cases, the jaw crusher has found favor, due to the ease
with which it can be shipped in sections to remote loca-
tions and for installation underground.

The type of material being crushed may also deter-
mine the crusher used. Jaw crushers perform better than
gyratories on clay or plastic materials due to their greater
throw. Gyratories have been found to be particularly
suitable for hard, abrasive material, and they tend to give
a more cubic product than jaw crushers if the feed is lami-
nated or “slabby.”

6.3 SECONDARY/TERTIARY CRUSHERS

Secondary crushers are lighter than the heavy-duty, rug-
ged primary machines. The bulk of secondary/tertiary
crushing of metalliferous ores is performed by cone
crushers. Since they take the primary crushed ore as feed,
the maximum feed size will normally be less than 15 cm
in diameter and, because most of the harmful constituents
in the ore, such as tramp metal, wood, clays, and slimes
have already been removed, it is much easier to handle.
Similarly, the transportation and feeding arrangements
serving the crushers do not need to be as rugged as in the
primary stage. Secondary/tertiary crushers also operate
with dry feeds, and their purpose is to reduce the ore to a
size suitable for grinding (Figure 6.1(a)). Tertiary crushers
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FIGURE 6.8 Cone crusher: (a) functional diagram, and (b) cross section (Courtesy Metso).

are, to all intents and purposes, of the same design as
secondaries, except that they have a closer set.

6.3.1 Cone Crushers

The cone crusher is a modified gyratory crusher, and
accordingly many of the same terms including gape, set,
and throw, apply. The essential difference is that the
shorter spindle of the cone crusher is not suspended, as in
the gyratory, but is supported in a curved, universal
bearing below the gyratory head or comne (Figure 6.8).
Major suppliers of cone crushers include Metso (GP, HP,
and MP Series), FLSmidth (Raptor® Models) and
Sandvik (CS- and CH-series, developed from the Allis
Chalmers Hydrocone Series), who manufacture a variety
of machines for coarse and fine crushing applications.

Power is transmitted from the source to the countershaft
through a V-belt or direct drive. The countershaft has a
bevel pinion pressed and keyed to it, and drives the gear on
the eccentric assembly. The eccentric has a tapered, offset
bore and provides the means whereby the head and main
shaft follow an eccentric path during each cycle of rotation.

Since a large gape is not required, the crushing shell
or bowl flares outwards, which allows for the swell of
broken ore by providing an increasing cross sectional
(annular) area toward the discharge end. The cone crusher
is therefore an excellent arrested crusher. The flare of the
bowl allows a much greater head angle than in the gyra-
tory crusher, while retaining the same angle between the
crushing members. This gives the cone crusher a high
capacity, since the capacity of gyratory crushers is
roughly proportional to the diameter of the head.

The head is protected by a replaceable mantle, which
is held in place by a large locking nut threaded onto a col-
lar bolted to the top of the head. The mantle is backed

Mantle

Countershaft

with plastic cement, or zinc, or more recently with an
€poxy resin.

Unlike a gyratory crusher, which is identified by the
dimensions of the feed opening and the mantle diameter,
a cone crusher is rated by the diameter of the cone man-
tle. Cone crushers are also identified by the power draw:
for example, the Metso MP1000 refers to 1,000 HP
(746 kW), and the FLSmidth XL.2000 refers to 2,000 HP
(1,491 kW). As with gyratories, one advance has been to
increase power draw (Erikson, 2014). The largest unit is
the Metso MP2500 recently installed at First Quantum
Minerals’ Sentinel mine in Zambia with capacity of 3,000
t0 4,500 th™ ! (Anon., 2014). The increase in cone crusher
capacity means they better match the capacity of the pri-
mary gyratories, simplifying circuits, which in the past
could see several secondary and especially tertiary cone
crushers in parallel (Major, 2002).

The throw of cone crushers can be up to five times
that of primary crushers, which must withstand heavier
working stresses. They are also operated at much higher
speeds (700—1,000 rpm). The material passing through
the crusher is subjected to a series of hammer-like blows
rather than being gradually compressed as by the slowly
moving head of the gyratory crusher.

The high-speed action allows particles to flow freely
through the crusher, and the wide travel of the head cre-
ates a large opening between it and the bowl when in the
fully open position. This permits the crushed fines to be
rapidly discharged, making room for additional feed. The
fast discharge and non-choking characteristics of the cone
crusher allow a reduction ratio in the range 3:1—7:1, but
this can be higher in some cases.

The classic Symons cone crusher heads were produced
in two forms depending on the application: the standard
(Figure 6.9(a)) for normal secondary crushing and the short-
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FIGURE 6.9 Cone crushers: original (a) standard, (b) short-head, and modern (c) secondary, and (d) tertiary cone crushers ((c) and (d) Courtesy Metso).

head (Figure 6.9(b)) for fine, or tertiary duty. They differ
mainly in the shape of their crushing chambers. The standard
cone has “stepped” liners, which allow a coarser feed than in
the short-head, and delivers a product varying from ca. 0.5
to 6 cm. The short-head has a steeper head angle than the
standard, which helps to prevent choking from the much
finer material being handled. It also has a narrower feed
opening and a longer parallel section at the discharge, and
delivers a product of ca. 0.3—2.0 cm. Contemporary second-
ary (Figure 6.9(c)) and tertiary (Figure 6.9(d)) cone crusher
designs have evolved and geometry varies depending on the
ore type, feed rate, and feed and product particle size.

The parallel section between the liners at the discharge
is a feature of all cone crushers and is incorporated to
maintain a close control on product size. Material passing
through the parallel zone receives more than one impact
from the crushing members. This tends to give a product
size dictated by the closed set rather than the open set.
The distributing plate on the top of the cone helps to
centralize the feed, distributing it at a uniform rate to the
entire crushing chamber. An important feature of the
crusher is that the bowl is held down either by an annular

arrangement of springs or by a hydraulic mechanism.
These allow the bowl to yield if uncrushable “tramp” mate-
rial enters the crushing chamber, so permitting the offend-
ing object to pass. (The presence of such tramp material is
readily identified by the noise and vibration caused on its
passage through the chamber.) If the springs are continually
activated, as may happen with ores containing many tough
particles, oversize material will be allowed to escape from
the crusher. This is one of the reasons for using closed-
circuit crushing in the final stages. It may be necessary to
choose a screen for the circuit that has apertures slightly
larger than the set of the crusher (Example 6.1). This is to
reduce the tendency for very tough particles, which are
slightly oversize, to “spring” the crusher, causing an accu-
mulation of such particles in the closed-circuit and a build-
up of pressure in the crushing throat.

The set on the crusher can easily be changed, or
adjusted for liner wear, by screwing the bowl up or down
by means of a capstan and chain arrangement or by
adjusting the hydraulic setting, which allows the operator
to change settings even if the equipment is operating
under maximum load (Anon., 1985). To close the setting,
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Example 6.1

For the circuit Figure ex 6.1 and the given data:
1. Which cone crusher would you select?

2. What is the feed rate to the screen?

Given data:
Fresh feed to the circuit (N) =200 th™"
Fraction finer than screen opening (n) =20%
Screen opening (aperture) = 13 mm
Screen efficiency (£, see Chapter 8) = 90%
Crusher closed side setting (c.s.s) =10 mm

Crusher options:

Crusher Model  Crusher Capacity t h™"
(10 mm c.s.s.)

Model #1 140—175
Model #2 175—-220
Model #3 260—335

Note: In Figure ex 6.1, upper case variables denote
solids flow rates, t h™', and lower case variables the fraction
less than the screen opening, % (Table ex 6.1).

TABLE EX 6.1 Crusher Product Gradation
Table (wt% passing particle size for given c.s.s.)?

Particle size, mm C.S.S., mm

8 10 13 16
20 100 100 100 90
13 100 90 80 64
10 100 80 64 54
8 93 68 55 45
7 74 60 50 40
6 68 50 45 35
5 60 45 38 30
4 50 38 32 24
3 40 30 26 18

?Based on Metso Crushing and Screening Handbook, 5th Edn.

y

\/
Rod mill

FIGURE EX 6.1 Typical closed circuit final crushing stage.

Solution
Part 1

Solve for circulating load, R/U as follows:
Mass balances:

Across circuit N = U

Across crusher O =R

Around screen F=0O + U

Ff = Oo + U(assume u=1)

U

Ff

At feed node to screen F=N+R=U+R
Ff=Nn+ Rr=Un+ Rr

By dividing by U =n+ &

substituting Ff=U/Ey § =n+ &r

EU=

then, re-arranging £ = 17<E17 - n)

From the crusher product gradation table provided:
r=0.9(90%)(i.e., % — 13 mm for c.s.s. = 10 mm)

Thus solving for R (=0) where U (=N) =200t h='

305 = 55 (05~ 0-2)

R=202.5th™"

From the crusher capacity data, choice is model #2.

Part 2

Feed rate to the screen F=N+R=402.5th™"

This illustrates the approach to crusher sizing (as well as
giving an exercise in identifying the balances). The
approach is described in detail in Mular and Jergensen
(1982) and Mular et al. (2002). Crusher suppliers, of course,
have propriety methods of selecting and sizing units for a
given duty.

the operator opens a valve which pumps hydraulic oil to
the cylinder supporting the crusher head. To open the set-
ting, another valve is opened, allowing the oil to flow out
of the cylinder. Efficiency is enhanced through automatic
tramp iron clearing and reset. When tramp iron enters the
crushing chamber, the crushing head will be forced down,
causing hydraulic oil to flow into the accumulator. When
the tramp iron has passed from the chamber, nitrogen
pressure forces the hydraulic oil from the accumulator
back into the supporting hydraulic cylinder, thus restoring
the original setting.



Wet Crushing

In 1988 Nordberg Inc. introduced wet tertiary cone crushing
at a Brazilian lead-zinc mine (Karra, 1990). The Water
Flush technology (now supplied by Metso) uses a cone
crusher incorporating special seals, internal components,
and lubricants to handle the large flow of water, which is
added to the crusher to produce a product slurry containing
30—50% solids by weight, that can be fed directly to ball
mills. The flushing action permits tighter closed side set-
tings (Major, 2009). Such technology has potential for the
crushing of sticky ores, for improving productivity in exist-
ing circuits, and for developing more cost-effective circuits.
However, the presence of water during crushing can
increase the liner wear rates, depending on the application.

Wear

Maintenance of the wear components in both gyratory and
cone crushers is one of the major operating costs. Wear
monitoring is possible using a Faro Arm (Figure 6.10),
which is a portable coordinate measurement machine.
Ultrasonic profiling is also used. A more advanced system
using a laser scanner tool to profile the mantle and con-
cave produces a 3D image of the crushing chamber
(Erikson, 2014). Some of the benefits of the liner profiling
systems include: improved prediction of mantle and con-
cave liner replacement; identifying asymmetric and high
wear areas; measurement of open and closed side settings;
and quantifying wear life with competing liner alloys.

5
g
5

FIGURE 6.10 Faro Arm (FARO, FAROARM, and the Faro Blue color
are registered trademarks of FARO Technologies Inc. © 2006 FARO
Technologies Inc. All Rights Reserved).
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6.3.2 The Gyradisc®™ Crusher

The Gyradisc® crusher is a specialized form of cone
crusher, used for producing finer material, which has
found application in the quarrying industry (primarily
sand and gravel) for the production of large quantities of
sand at economic cost.

The main modification to the conventional cone
crusher is a shorter crushing member, with the lower one
being at a flatter angle (Figure 6.11). Crushing is by
inter-particle comminution by the impact and attrition of
a multi-layered mass of particles.

The angle of the lower member is less than the angle
of repose of the ore, so that when at rest the material does
not slide. Transfer through the crushing zone is by move-
ment of the head. Each time the lower member moves
away from the upper, material enters the attrition chamber
from the surge load above. When reduction begins,
material is picked up by the lower member and is moved
outward. Due to the slope, it is carried to an advanced
position and caught between the crushing members.

The length of stroke and the timing are such that
after the initial stroke the lower member is withdrawn
faster than the previously crushed material falls by
gravity. This permits the lower member to recede and
return to strike the previously crushed mass as it is fall-
ing, thus scattering it so that a new alignment of parti-
cles is obtained prior to another impact. At each
withdrawal of the head, the void is filled by particles
from the surge chamber.

At no time does single-layer crushing occur. Crushing
is by particle on particle, so that the setting of the crusher
is not as directly related to the size of product as it is on
the cone crusher. When used in open circuit, the
Gyradisc™ will produce a product of chippings from
about 1 cm downwards, of good cubic shape, with a satis-
factory amount of sand, which obviates the use of blend-
ing and re-handling. In closed circuit, they are used to

Moving crushing
member
25° 41°

Cone crusher

Gyradisc

FIGURE 6.11 Comparison of the Gyradisc and a conventional cone
crusher (Adapted from Nordberg, n.d.).



134 Wills’ Mineral Processing Technology

produce large quantities of sand. They may be used in
open circuit on clean metalliferous ores with no primary
slimes to produce an excellent ball-mill feed. Feeds of
less than 19 mm may be crushed to about 3 mm (Lewis
et al., 1976).

6.3.3 The Rhodax® Crusher

The Rhodax™ crusher is another specialized form of cone
crusher, referred to as an inertial cone crusher. Developed
by FCB (now Fives fcb) Research Center in France, the
Rhodax®™ crusher is claimed to offer process advantages
over conventional cone crushers and is based on inter-
particle compression crushing. It consists of a frame sup-
porting a cone and a mobile ring, and a set of rigid links
forming ties between the two parts (Figure 6.12). The
frame is supported on elastic suspensions isolating the
environment from dynamic stresses created by the crush-
ing action. It contains a central shaft fixed on a structure.
A grinding cone is mounted on this shaft and is free to
rotate. A sliding sleeve on this shaft is used to adjust the
vertical position of the cone and therefore the setting,
making it simple to compensate for wear. The ring struc-
ture is connected to the frame by a set of tie rods. The
ring and the cone are made of wear resistant steel.

One set of synchronized unbalanced masses transmits a
known and controlled crushing force to the ring when the
masses rotate. This fragmentation force stays constant even
if the feed varies, or an unbreakable object enters the crush-
ing chamber. The Rhodax™ is claimed to achieve reduction
ratios varying from 4 to more than 30 in open circuit. The
relative positions of the unbalanced masses can be changed
if required, so the value of the crushing force can thus be
remotely controlled. As feed particles enter the fragmenta-
tion chamber, they slowly advance between the cone and
the moving ring. These parts are subjected to horizontal cir-
cular translation movements and move toward and away
from each other at a given point.

Mantle liner Cone sub-assemb

Unbalanced |

masses : .

s Drive mechanism

Bowl liner I

= o)
= 3

Cone shaft

During the approach phase, materials are subjected to
compression, up to 10—50 MPa. During the separation
phase, fragmented materials pass further down in the
chamber until the next compression cycle. The number of
cycles is typically 4 to 5 before discharge. During these
cycles the cone rolls on a bed of stressed material a few
millimeters thick, with a rotation speed of a 10—20 rpm.
This rotation is actually an epicyclical movement, due to
the lack of sliding friction between the cone and the feed
material. The unbalanced masses rotate at 100—300 rpm.
The following three parameters can be adjusted on the
Rhodax® crusher: the gap between the cone and the ring,
the total static moment of unbalanced masses, and the
rotation speed of these unbalanced masses.

The combination of the latter two parameters enables
the operator to fix the required fragmentation force easily
and quickly. Two series of machines have been developed
on this basis, one for the production of aggregates (maxi-
mum pressure on the material bed between 10 and
25 MPa), and the other for feeds to grinding (25—50 MPa
maximum pressure on the material bed). Given the design
of the machine (relative displacement of two non-imposed
wear surfaces), the product size distribution is independent
of the gap and wear. These are distinct advantages over
conventional cone crushers, which suffer problems with
the variable product quality caused by wear.

6.3.4 A Development in Fine Crushing

IMP Technologies Pty. Ltd. has recently tested a pilot-
scale super fine crusher that operates on dry ore and is
envisaged as a possible alternative to fine or ultra-fine
grinding circuits (Kelsey and Kelly, 2014). The unit
includes a rotating compression chamber and an internal
gyrating mandrel (Figure 6.13). Material is fed into the
compression chamber and builds until the gyratory motion
of the mandrel is engaged. Axial displacement of the
compression chamber and the gyratory motion of

(b)

Maximum compression
Minimum gap opening

Horizontal circular oscillation

FIGURE 6.12 (a) Schematic of the Rhodax crusher, and (b) principle of operation (Adapted from Portal, 2007).



the mandrel result in fine grinding of the feed material. In
one example, a feed Fgy of 300 pm was reduced to Pg of
8 pm, estimated to be the equivalent to two stages of
grinding. This development is the latest in a resurgence in
crushing technology resulting from the competition of
AG/SAG milling and the demands for increased commi-
nution energy efficiency.

6.3.5 Roll Crushers

Although not widely used in the minerals industry, roll
crushers can be effective in handling friable, sticky, fro-
zen, and less abrasive feeds, such as limestone, coal,
chalk, gypsum, phosphate, and soft iron ores.

Roll crusher operation is fairly straightforward: the
standard spring rolls consist of two horizontal cylinders
that revolve toward each other (Figure 6.14(a)). The gap
(closest distance between the rolls) is determined by

FIGURE 6.13 The pilot-scale IMP super fine crusher (Courtesy IMP
Technologies Pty. Ltd.).
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shims which cause the spring-loaded roll to be held back
from the fixed roll. Unlike jaw and gyratory crushers,
where reduction is progressive by repeated nipping action
as the material passes down to the discharge, the crushing
process in rolls is one of single pressure.

Roll crushers are also manufactured with only one
rotating cylinder (Figure 6.14(b)), which revolves toward
a fixed plate. Other roll crushers use three, four, or six
cylinders, although machines with more than two rolls are
rare today. In some crushers the diameters and speeds of
the rolls may differ. The rolls may be gear driven, but this
limits the distance adjustment between the rolls. Modern
rolls are driven by V-belts from separate motors.

The disadvantage of roll crushers is that, in order for
reasonable reduction ratios to be achieved, very large rolls
are required in relation to the size of the feed particles.
They therefore have the highest capital cost of all crushers
for a given throughput and reduction ratio.

The action of a roll crusher, compared to the other
crushers, is amenable to a level of analysis. Consider a
spherical particle of radius r, being crushed by a pair of
rolls of radius R, the gap between the rolls being 2a
(Figure 6.15). If p is the coefficient of friction between
the rolls and the particle, 6 is the angle formed by the tan-
gents to the roll surfaces at their points of contact with
the particle (the angle of nip), and C is the compressive
force exerted by the rolls acting from the roll centers
through the particle center, then for a particle to be just
gripped by the rolls, equating vertically, we derive:

. (0N 0
Csm(§> = uC cos (§>
—tan(?
1= tan 5

(6.3)
Therefore,

(6.4)

FIGURE 6.14 Roll crushers: (a) double, and (b) single roll crusher ((b) Courtesy TerraSource Global).
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The coefficient of friction between steel and most ore
particles is in the range 0.2—0.3, so that the value of the
angle of nip # should never exceed about 30°, or the parti-
cle will slip. It should also be noted that the value of the
coefficient of friction decreases with speed, so that the
speed of the rolls depends on the angle of nip, and the
type of material being crushed. The larger the angle of
nip (i.e., the coarser the feed), the slower the peripheral
speed needs to be to allow the particle to be nipped. For
smaller angles of nip (finer feeds), the roll speed can be
increased, thereby increasing the capacity. Peripheral
speeds vary between about 1 ms~ ' for small rolls, up to
about 15 m s~ ! for the largest sizes of 1,800 mm diameter
upwards.

The value of the coefficient of friction between a par-
ticle and moving rolls can be calculated from:

1+ 112y
= | |1

1+6v ©5)

where 1 is the kinetic coefficient of friction and v the
peripheral velocity of the rolls (m s~ ). From Figure 6.15:

0 R+a
cos({= | =

2 R+r

Equation 6.6 can be used to determine the maximum
size of rock gripped in relation to roll diameter and the
reduction ratio (#/a) required. Table 6.1 gives example
values for 1,000 mm roll diameter where the angle of nip
should be less than 20° in order for the particles to be

gripped (in most practical cases the angle of nip should
not exceed about 25°).

(6.6)

C sin 6/2
\

FIGURE 6.15 Forces acting on a particle in crushing rolls.

Unless very large diameter rolls are used, the angle of
nip limits the reduction ratio of the crusher, and since
reduction ratios greater than 4:1 are rare, a flowsheet may
require coarse crushing rolls to be followed by fine rolls.

Smooth-surfaced rolls are usually used for fine crush-
ing, whereas coarse crushing is often performed in rolls
having corrugated surfaces, or with stub teeth arranged
to present a chequered surface pattern. “Sledging” or
“slugger” rolls have a series of intermeshing teeth, or
slugs, protruding from the roll surfaces. These dig into
the rock so that the action is a combination of compres-
sion and ripping, and large pieces in relation to the roll
diameter can be handled. Toothed crushing rolls
(Figure 6.16) are typically used for coarse crushing of
soft or sticky iron ores, friable limestone or coal, where
rolls of ca. 1 m diameter are used to crush material of
top size of ca. 400 mm.

Wear on the roll surfaces is high and they often
have a manganese steel tire, which can be replaced
when worn. The feed must be spread uniformly over
the whole width of the rolls in order to give even wear.
One simple method is to use a flat feed belt of the
same width as the rolls.

Since there is no provision for the swelling of broken
ore in the crushing chamber, roll crushers must be “star-
vation fed” if they are to be prevented from choking.
Although the floating roll should only yield to an
uncrushable body, choked crushing causes so much pres-
sure that the springs are continually activated during

FIGURE 6.16 Toothed single roll crusher (Courtesy McLanahan
Corporation).

TABLE 6.1 Maximum Diameter of Rock Gripped in Crushing Rolls Relative to Roll Diameter

Roll diameter (mm) 1,000 Reduction ratio

2 3 4 5 6

Maximum size of rock gripped (mm)

30.9 23.0 20.4 19.1 18.3




crushing, and some oversize escapes. Rolls should there-
fore be used in closed circuit with screens. Choked
crushing also causes inter-particle comminution, which
leads to the production of material finer than the gap of
the crusher.

The capacity of the rolls can be calculated in terms of
the ribbon of material that will pass the space between the
rolls. Thus theoretical capacity (Q, kg h™") is equal to:

0 = 188.5NDWsd 6.7)

where N is the speed of rolls (rpm), D the roll diameter
(m), W the roll width (m), s the density of feed material
(kg m ), and d the distance between the rolls (m).

In practice, allowing for voids between the particles,
loss of speed in gripping the feed, etc., the capacity is
usually about 25% of the theoretical.

6.4 HIGH PRESSURE GRINDING ROLLS

The pressure exerted on the feed particles in conventional
roll crushers is in the range 10—30 MPa. During the
1970—80s, work by Prof. Schonert of the Technical
University of Clausthal, Germany led to the development
of the High-Compression Roller Mill, which utilized
forces from 50—150 MPa (Schonert, 1979, 1988; Mclvor,
1997). The units are now commonly termed High
Pressure Grinding Rolls (HPGR) and employ a fixed and
movable roll to crush material. A hydraulic pressure sys-
tem acts on pistons that press the movable roll against a
material bed (density >70% solids by volume) fed to the
rolls (Figure 6.17). The roll gap can be adjusted depending
on the feed particle size and application.

Nitrogen cylinder
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The first commercial installation began operation in
1985 to grind cement clinker (Mclvor, 1997). Since then,
HPGR technology has seen wide use in the cement,
limestone and diamond industries and has recently been
implemented in hard rock metalliferous operations (Morley,
2010). Researchers have noted that the high pressure
exerted on the particle bed produces a high proportion of
fines and particles with micro-cracks and improved mineral
liberation, which can be advantageous for subsequent com-
minution or metallurgical processes (Esna-Ashari and
Kellerwessel, 1988; Clarke and Wills, 1989; Knecht, 1994;
Watson and Brooks, 1994; Daniel and Morrell, 2004).

Unlike conventional crushers or tumbling mills, which
employ impact and attrition to break particles, the HPGR
employs inter-particle crushing in the bed, and as such the
particle packing properties of the feed material play a role
in determining breakage. Feed that is scalped (fines
removed) prior to the HPGR is termed “truncated.” The
removal of fines impacts HPGR operation, as coarse parti-
cles tend to have a greater impact on roll wear, and the
elimination of fines creates a less compact bed, which
reduces the inter-particle breakage action. To ensure
proper bed, formation the units should be choke fed the
entire length of the rolls.

The HPGR product typically comprises fines and por-
tions of compacted cake referred to as “flakes”
(Figure 6.18). Depending on flake competency, the
product may require subsequent deagglomeration (ranging
from a mild pre-soaking to modest attritioning) to release
the fines (van der Meer and Grunedken, 2010). It has
been shown that the specific energy consumption for
compression and  ball  mill-deagglomeration s

Feed

Oil cylinders

/ |

Moveable roll/

A\
\ Fixed roll

Product

FIGURE 6.17 High pressure grinding rolls (Adapted from Napier-Munn et al., 1996; Courtesy JKMRC and The University of Queensland).
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FIGURE 6.18 Example flake product from an HPGR (Used with permission, van der Meer and Gruendken, 2010, Minerals Engineering, copyright

Elsevier).

(b)

FIGURE 6.19 HEXADUR® (a) standard roll surface, (b) pre-conditioned surface, and (c) surface after use retaining autogenous wear layer

(Courtesy Koppern, Germany).

FIGURE 6.20 Studded roll surface: (a) new surface, and (b) surface with autogenous wear layer between studs ((b) Used with permission, van der

Meer and Maphosa, 2012, J. S. Afr. Inst. Min. Metall, copyright SAIMM).

considerably less than that of ball mill grinding alone.
The typical comminution energy in an HPGR unit is
2.5—-3.5 kWh t_l, compared to 15—25 kWh t~! in ball
mill grinding (Brachthauser and Kellerwessel, 1988;
Schwechten and Milburn, 1990).

HPGRs were originally designed to be operated with
smooth rolls. The HEXADUR® surface is commonly used
in cement applications (Figure 6.19). The pre-conditioned
surface design incorporates tiles with varying thicknesses,
which enhances feed intake. Studded roll surfaces
(Figure 6.20) have become standard in the new designs

(especially in hard rock applications), because of their
improved wear-resistant characteristics. Most surfaces
employ an autogenous wear layer, that is, crushed feed mate-
rial is captured and retained on the roll surface in the inter-
stices between the studs (Figure 6.19(c) and Figure 6.20(b)).
HPGRs can be operated in open- or closed-circuit
depending on the application. Closed circuits may employ
wet or dry screening or air classification, although classi-
fication equipment is not a necessity in certain applica-
tions. Due to roll geometry, the press force exerted at the
roll edges is less than in the center, resulting in a coarser
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FIGURE 6.21 Diagram of HPGR operation (Adapted from van der
Meer and Gruendken, 2010).
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FIGURE 6.22 Example of an HPGR with “edge” recycle in a crushing
circuit (Adapted from van der Meer and Gruendken, 2012).

edge product (Figure 6.21). Splitters can be used to
separate the edge product for recycle (van der Meer and
Grunedken, 2010). Figure 6.22 shows an example of edge
material recycle using a splitter in a crushing application
at a copper flotation plant.

6.5 IMPACT CRUSHERS

Impact crushers (e.g., hammer mills and impact mills)
employ sharp blows applied at high speed to free-falling
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rocks where comminution is by impact rather than com-
pression. The moving parts are “beaters,” which transfer
some of their kinetic energy to the ore particles upon con-
tact. Internal stresses created in the particles are often
large enough to cause them to shatter. These forces are
increased by causing the particles to impact upon an anvil
or breaker plate.

There is an important difference between the states of
materials crushed by pressure and by impact. There are
internal stresses in material broken by pressure that can
later cause cracking. Impact causes immediate fracture
with no residual stresses. This stress-free condition is par-
ticularly valuable in stone used for brick-making, build-
ing, and roadmaking, in which binding agents (e.g., tar)
are subsequently added. Impact crushers, therefore, have
a wider use in the quarrying industry than in the metal-
mining industry. They may give trouble-free crushing on
ores that tend to be plastic and pack when the crushing
forces are applied slowly, as is the case in jaw and gyra-
tory crushers. These types of ore tend to be brittle when
the crushing force is applied instantaneously by impact
crushers (Lewis et al., 1976).

Impact crushers are also favored in the quarry industry
because of the improved product shape. Cone crushers
tend to produce more elongated particles because of their
ability to pass through the chamber unbroken. In an
impact crusher, all particles are subjected to impact and
the elongated particles, having a lower strength due to
their thinner cross section, would be broken (Ramos
et al., 1994; Kojovic and Bearman, 1997).

6.5.1 Hammer Mills

Figure 6.23(a) shows the cross section of a typical ham-
mer mill. The hammers (Figure 6.23(b)) are made from
manganese steel or nodular cast iron containing chromium
carbide, which is extremely abrasion resistant. The
breaker plates are made of the same material.

The hammers are pivoted so as to move out of the
path of oversize material (or tramp metal) entering the
crushing chamber. Pivoted (swing) hammers exert less
force than they would if rigidly attached, so they tend to
be used on smaller impact crushers or for crushing soft
material. The exit from the mill is perforated, so that
material that is not broken to the required size is retained
and swept up again by the rotor for further impacting.
There may also be an exit chute for oversize material
which is swept past the screen bars. Certain design con-
figurations include a central discharge chute (an opening
in the screen) and others exclude the screen, depending
on the application.

The hammer mill is designed to give the particles
velocities of the order of that of the hammers. Fracture is
either due to impact with the hammers or to the
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subsequent impact with the casing or grid. Since the parti-
cles are given high velocities, much of the size reduction
is by attrition (i.e., particle on particle breakage), and this
leads to little control on product size and a much higher
proportion of fines than with compressive crushers.

The hammers can weigh over 100 kg and can work on
feed up to 20 cm. The speed of the rotor varies between 500
and 3,000 rpm. Due to the high rate of wear on these
machines (wear can be taken up by moving the hammers on
the pins) they are limited in use to relatively non-abrasive
materials. They have extensive use in limestone quarrying
and in the crushing of coal. A great advantage in quarrying
is the fact that they produce a relatively cubic product.

A model of the swing hammer mill has been developed
for coal applications (Shi et al., 2003). The model is able to
predict the product size distribution and power draw for
given hammer mill configurations (breaker gap, under-screen
orientation, screen aperture) and operating conditions (feed
rate, feed size distribution, and breakage characteristics).

6.5.2 Impact Mills

For coarser crushing, the fixed hammer impact mill is often
used (Figure 6.24). In these machines the material falls tan-
gentially onto a rotor, running at 250—500 rpm, receiving a
glancing impulse, which sends it spinning toward the impact
plates. The velocity imparted is deliberately restricted to a
fraction of the velocity of the rotor to avoid high stress and
probable failure of the rotor bearings.

The fractured pieces that can pass between the clear-
ances of the rotor and breaker plate enter a second chamber
created by another breaker plate, where the clearance is
smaller, and then into a third smaller chamber. The grind-
ing path is designed to reduce flakiness and to produce

FIGURE 6.24 Impact mill.

cubic particles. The impact plates are reversible to even out
wear, and can easily be removed and replaced.

The impact mill gives better control of product size
than does the hammer mill, since there is less attrition.
The product shape is more easily controlled and energy is
saved by the removal of particles once they have reached
the size required.

Large impact crushers will reduce 1.5m top size
ROM ore to 20 cm, at capacities of around 1500th_1,
although units with capacities of 3000 th™' have been
manufactured. Since they depend on high velocities for
crushing, wear is greater than for jaw or gyratory
crushers. Hence impact crushers are not recommended for
use on ores containing over 15% silica (Lewis et al.,
1976). However, they are a good choice for primary
crushing when high reduction ratios are required (the ratio
can be as high as 40:1) and the ore is relatively non-
abrasive.
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(Courtesy Terex® Mineral Processing Systems).

6.5.3 Vertical Shaft Impact (VSI) Crushers
Barmac Vertical Shaft Impact Crusher

Developed in New Zealand in the late 1960s, over the years
it has been marketed by several companies (Tidco, Svedala,
Allis Engineering, and now Metso) under various names
(e.g., duopactor). The crusher is finding application in the
concrete industry (Rodriguez, 1990). The mill combines
impact crushing, high-intensity grinding, and multi-particle
pulverizing, and as such, is best suited in the tertiary crush-
ing or primary grinding stage, producing products in the
0.06—12 mm size range. It can handle feeds of up to
650 th™" at a top size of over 50 mm. Figure 6.22 shows a
Barmac in a circuit; Figure 6.25 is a cross-section and
illustration of the crushing action.

The basic comminution principle employed involves
acceleration of particles within a special ore-lined rotor
revolving at high speed. A portion of the feed enters the
rotor, while the remainder cascades to the crushing
chamber. Breakage commences when rock enters the
rotor, and is thrown centrifugally, achieving exit veloci-
ties up to 90 m s~ '. The rotor continuously discharges

into a highly turbulent particle “cloud” contained
within the crushing chamber, where reduction occurs
primarily by rock-on-rock impact, attrition, and
abrasion.

Canica Vertical Shaft Impact Crusher

This crusher developed by Jaques (now Terex® Mineral
Processing Solutions) has several internal chamber con-
figurations available depending on the abrasiveness of
the ore. Examples include the Rock on Rock, Rock on
Anvil and Shoe and Anvil configurations (Figure 6.26).
These units typically operate with 5 to 6 steel impellers
or hammers, with a ring of thin anvils. Rock is hit or
accelerated to impact on the anvils, after which the bro-
ken fragments freefall into the discharge chute and onto
a product conveyor belt. This impact size reduction pro-
cess was modeled by Kojovic (1996) and Djordjevic
et al. (2003) using rotor dimensions and speed, and rock
breakage characteristics measured in the laboratory. The
model was also extended to the Barmac crushers
(Napier-Munn et al., 1996).
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FIGURE 6.27 (a) A Bradford breaker during installation (casing not installed), and (b) internal view from the discharge end of the breaker showing

screen plates and lifters (Courtesy TerraSource Global).

6.6 ROTARY BREAKERS

Where large tonnages of coal are treated, the rotary coal
breaker (commonly termed the Bradford breaker) can be
used (Figure 6.27(a)). This is similar to the cylindrical
trommel screen (Chapter 8), consisting of a cylinder
1.8—4.5 m in diameter and length of about 1% to 2% times
the diameter, revolving at a speed of about 10—18 rpm.
The machine is massively constructed, with perforated
walls, the size of the perforations being the size to which
the coal is to be broken. The ROM coal is fed into the
rotating cylinder, at up to 1,500th™' in the larger
machines. The machine utilizes differential breakage, the
coal being much more friable than the associated stones
and shales, and trash such as wood or steel from the
mine. The resulting small particles of coal fall through
the holes, while the larger lumps of coal are transported
by longitudinal lifters (Figure 6.27(b)) within the cylinder
until they reach a point where they slide off the lifters and
fall to the bottom of the cylinder, breaking by their own
impact, and fall through the holes. The lifters are inclined
to give the coal a forward motion through the breaker.
Shale and stone do not break as easily, and are usually
discharged from the end of the breaker, which thus cleans
the coal to a certain degree and, as the broken coal is
quickly removed from the breaker, produces few coal
fines. Although the rotary breaker is an expensive piece
of equipment, maintenance costs are low, and it produces
positive control of top size product.

Esterle et al. (1996) reviewed the work on modeling
of rotary breakers. The work was based at three open pit
coal mines in Central Queensland, Australia, where 3 m
diameter breakers were handling ROM coal.

6.7 CRUSHING CIRCUITS AND CONTROL

Efforts continue to improve crusher energy efficiency and
to reduce capital and operating costs. Larger crushers

have been constructed, and in-pit crushing units have
been used, which allow relatively cheap ore transportation
by conveyor belts, rather than by trucks, to a fixed
crushing station (Griesshaber, 1983; Frizzel, 1985; Utley,
2009). The in-pit units are either fixed plants at the pit
edge or semi- or fully-mobile units in the pit. A mobile
crusher is a completely self-contained unit, mounted on a
frame that is moved by means of a transport mechanism
either in the open pit as mining progresses or through differ-
ent mineral processing plants as required. Depending on the
crusher size, the mobile unit can be used to support primary
or secondary crushing stages or to process the critical size
pebbles from a SAG mill. Semi-mobile units can include
gyratories, being the crusher of choice for throughputs over
2,500 t h™'. Fully-mobile units typically use jaw, hammer,
or roll crushers, fed directly or by apron feeders, at rates of
up to 1,000 th™".

Crushing plants may be housed with the rest of the
milling plant but today are often a separate facility, one
reason being to better control dust. Two possible
flowsheets were illustrated in Figure 6.1 to provide feed
to rod (or ball mill) or to an AG/SAG mill. In some cases,
the crushing circuit is designed not only to produce mill
feed, but also to provide media for autogenous grinding
(Wills, 1983). Crushing plants are characterized by exten-
sive use of conveyors and the energy for transport is a
consideration in selecting the type of circuit.

Two possible flowsheets for a crushing plant produc-
ing ball mill feed are shown in Figure 6.28. The circuit
in Figure 6.28(a) is a “conventional” design and is typi-
cal in that the secondary feed is scalped and the second-
ary product is screened and conveyed to a storage bin,
rather than feeding the tertiary crushers directly. The
intermediate bins allow good mixing of the secondary
screen oversize with the circulating load, and regulation
of the tertiary crusher feed, providing more efficient
crushing. Note the tertiary circuit is an example of
crushers operating in parallel. The circuit is adaptable to
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FIGURE 6.28 (a) Three-stage crushing circuit for ball mill feed, and (b) crushing circuit including HPGR ((a) Adapted from Motz, 1978;

(b) Adapted from Rosario et al., 2009).

automatic feed control to maintain maximum power uti-
lization (Mollick, 1980). Figure 6.28(b) shows a circuit
including an HPGR stage. Rosario et al. (2009) provide
a selection of possible crushing circuits that plant
designers can contemplate.

Advances in instrumentation and process control
hardware have made the implementation of computer
control more common in crushing circuits.
Instrumentation includes ore level detectors, oil flow
sensors, power measurement devices, belt scales, vari-
able speed belt drives and feeders, blocked chute detec-
tors, and particle size measurement devices (Horst and
Enochs, 1980; Flintoff et al., 2014). An early example of
the importance of automatic control is the crushing plant
at Mount Isa in Australia, where the output increased by
over 15% after controls were introduced (Manlapig and
Watsford, 1983).

Supervisory control systems are not usually applied to
primary crushers, the instrumentation basically being used
to protect them. Thus lubrication flow indicators and
bearing temperature detectors may be fitted, together with
high and low level alarms in the chamber under the
crusher. Vision systems are increasingly being used on
both the feed and discharge of primary crushers to guide
when changes in the discharge setting are required.
Additionally, various systems, including vision, are being
explored to detect metal (steel bars, etc.) in the truck

dump to the crushers. Steel can tear a conveyor belt lead-
ing to downtime and often is undetected as it is hidden
beneath ore on the conveyor after the crusher.

The operating and process control objectives for sec-
ondary and tertiary crushing circuits differ from one plant
to the next. Typically, the main objective is to maximize
crusher throughput at some specified product size which
often requires ensuring, as best as possible, choke feed in
the crusher and a properly selected closed side setting.
Due to an increase in power cost and availability at a
number of operations, the efficient use of power is
becoming a more dominant issue. Numerous variables
affect the performance of a crusher, but only three—ore
feed rate, crusher set, and, in some cases, feed size—can
be adjusted (with the exception of a water flush crusher
or HPGR where additional degrees of freedom exist).

Lynch (1977) has described case studies of automatic
control systems for various applications. When the pur-
pose of the crushing plant is to produce feed for the grind-
ing circuit, the most important objective of the control
system is to ensure a supply of crushed ore at the rate
required by the grinding plant. The fineness of the crusher
product is maintained by the selection of screens of the
appropriate aperture in the final closed circuit loop.

The most effective way of maximizing throughput is
to maintain the highest possible crusher power draw, and
this has been used to control many plants. A benefit of
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automated control is the ability to better regulate the feed
to the crusher and therefore lessen the variability of the
power draw, enabling the system to run closer to the
power limit without fear of an overshoot. This alone can
result in increased efficiency of over 2% in increased
throughput. There is an optimum closed side setting for
crushers operating in closed circuit that provides the
highest tonnage of finished screen product for a particular
power or circulating load limit, noting that the feed
tonnage to the crusher increases at larger closed side set-
tings. The power draw can be maintained by the use of a
variable speed belt feeding the crusher, although this is
not common due to the control challenges of managing
the belt. More common is control of the feeders deposit-
ing the ore onto the feed belt from a bin or stockpile. This
provides the necessary flexibility while greatly simplify-
ing overall control.

Typical control algorithms are based on supervisory
control that manages feed versus the power draw and/or a
combination of power draw and level in the crusher bowl.
These algorithms incorporate expert systems for overall
strategy and model predictive controllers to provide a
predictable feed rate. In situations where the size deliv-
ered from individual feeders is known, another degree of
freedom for control is added, the incorporation of feeder
bias and selection. Uneven feed from the bin or stockpile
combined with the long time delays inherent in the dis-
tance between the feed stock and crusher, reduce the effi-
cacy of traditional control and have driven the industry to
embrace more advanced expert, model-based and multi-
variable control. At the same time, the software and tech-
nology for these solutions has become more accessible to
the plants, resulting in robust solutions.

Operations under choked conditions also require sens-
ing of upper and lower levels of feed in the crusher by
mechanical, nuclear, sonic, vision, or proximity switches.
Operation at high power draw (choked conditions) leads
to increased fines production, such that if the increased
throughput provided by the control system cannot be
accommodated by the grinding plant, then the higher
average power draw can be used to produce a finer prod-
uct. In most cases, high throughput increases screen load-
ing, which decreases screening efficiency, particularly for
the particles close to the screen aperture size. This has the
effect of reducing the effective “cut-size” of the screen,
producing a finer product (see also Chapter 8). Thus a
possible control scheme during periods of excess closed
circuit crushing capacity or reduced throughput require-
ment is to increase the circulating load by reducing the
number of screens used, leading to a finer product. The
implementation of this type of control loop requires accu-
rate knowledge of the behavior of the plant under various
conditions.

In those circuits where the crushers produce a saleable
product (e.g., road-stone quarries), the control objective is
usually to maximize the production of certain size frac-
tions from each ton of feed. Since screen efficiency
decreases as circulating load increases, producing a finer
product size, circulating load can be used to control the
product size (Chapter 8). This can be effected by control
of the crusher setting using a hydraulic adjustment system
(Flavel, 1977, 1978; Anon., 1981).

The required variation in crusher setting can be deter-
mined by the use of mathematical models of crusher per-
formance (Lynch, 1977; Napier-Munn et al., 1996), from
empirical (historical) data, or by measuring product size
on-line. Image processing based systems for the continu-
ous measurement of fragmentation size for use throughout
the crushing circuit have been in use in the mining indus-
try since the mid-1990s and have now become best prac-
tice (Chapter 4). These systems measure, on a real time
basis, the size of the ore on a belt or a feeder. Currently
four systems are in use: PRC from Portage Technologies
Inc., Split-Online from Split Engineering, WipFrag from
WipWare Inc., and VisoRock from Metso. An example of
the screen capture from a moving conveyor belt is shown
in Figure 6.29 (see also Chapter 4).

Additional loops are normally required in crushing cir-
cuits to control levels in surge bins between different
stages. For instance, the crusher product surge bins can be
monitored such that at high level feed is increased to
draw down the bins.

The importance of primary crusher control on SAG
mill performance at Highland Valley Copper was well
recognized, and through the use of image analysis, HVC
was able to quantify the effect, and thereby regulate
crusher product size through a combination of feed rate
and setting control (Dance, 2001). Figure 6.30 illustrates
the effect of primary crusher product size on the SAG
mill throughput. Tracking the crusher product through the
stockpile network, as the amount of medium size material
(50—125 mm) increased, the amount of this material in
the feed to the SAG mill increased, as measured 24 hours
later (the +24 hours key in the figure). This size material
constitutes SAG mill critical size in this operation and, as
expected, as the amount fed to the SAG mill increased
the tonnage decreased, for one of the SAG mills from
2,000 to 1,800t h™'. This change in amount of medium
size material was caused by an increase in the amount in
the feed to the primary crusher, resulting from a period of
higher energy blasting, which reduced the amount of +
125 mm. Because in this operation the medium size mate-
rial passed through the crusher virtually unchanged, the
increase was reflected in the crusher product. It is neces-
sary to understand these interacting factors to effect con-
trol and maximize the throughput of the circuit.



Scanned image

Crushers Chapter | 6 145

Processed image

I PRC operator details - Portage Technologist s

. About

Parameters page - Streaming mode Server status

PRC - Apron feeder 3 Particle size distribution - Particle size trend Coarses
w Average Area A Area B Area C 1 / | : :ii:el
Sieve size % weight retained a‘?
39,1177 £ 60+
5 3,0237 ]
4 11,2583 2 w0+
3 0 g
2 7,5699 & 20
[ 12,7502 ® ‘
IO O 222 . 0o A . 5
! — 8 3 3 2 g
‘ ’ 2 3 a g 2
{ . Particle size (inch) & @ o @ @

FIGURE 6.29

50 2,400
¢
45 o . 4 +] 2300
+ e .0 .h *» f ‘e
* »
S 40 , R }""". a8 12200
o Py Mw gd :ﬁ%& L
E & %o % B —~
T 35 8 fuiy L o 2,100 i
o} ¥ % . ¢ & o =
® - o
E 30 K4 2000 @
Q c
N c
S 5
E 25 1900 =
3 =
8
= 20 « Crusher product 1,800
o Mill feed (+24 hours)
15 = Mill tonnage (+24 hours) 1,700
g 24 hours
10 1,600

FIGURE 6.30 Effect of increasing medium size (50—125 mm) fraction
in crusher product (and mill feed) on mill throughput (tonnage)
(Courtesy Teck, Highland Valley Copper).

REFERENCES

Anon., 1981. Crushers. Mining Mag. 144-145 (Aug.), 94—113.

Anon., 1985. Rugged roller-bearing crusher. Mining Mag. 153 (Sept.),
240—240.

Anon., 2014. World’s largest cone crushers go into service at African
mine. Eng. Min. J. 215 (12), 102—104.

Screen capture of Portage PRC® (Courtesy Portage Technologies Inc.).

Blake, E.W., 1858. Machine for Crushing Stone. US Patent No.
US20542.

Brachthauser, M., Kellerwessel, H., 1988. High pressure comminution
with roller presses in mineral processing. Forssberg, E. (Ed.), Proc.
16th International Mineral Processing Cong., (IMPC), Stockholm,
Sweden, pp. 209—-219.

Broman, J., 1984. Optimising capacity and economy in jaw and gyratory
crushers. Eng. Min. J. 185 (6), 69—71.

Clarke, A.J., Wills, B.A., 1989. Technical note enhancement of cassiterite
liberation by high pressure roller comminution. Miner. Eng. 2 (2),
259-262.

Dance, A., 2001. The importance of primary crushing in mill feed size
optimisation. Proc. International Autogenous and Semiautogenous
Grinding Technology (SAG) Conf., vol. 2, Vancouver, BC, Canada,
pp. 270—281.

Daniel, M.J., Morrell, S., 2004. HPGR model verification and scale-up.
Miner. Eng. 17 (11-12), 1149—1161.

Djordjevic, N., et al., 2003. Applying discrete element modelling to vertical
and horizontal shaft impact crushers. Miner. Eng. 16 (10), 983—991.
Erikson, M.T., 2014. Innovations in comminution equipment: high pressure
grinding rolls, semi-autogenous grinding, ball mills, and regrind mills.
In: Anderson, C.G., et al., (Eds.), Mineral Processing and Extractive
Metallurgy: 100 Years of Innovation. SME, Englewood, CO, USA,

pp. 65—76.

Esna-Ashari, M., Kellerwessel, H., 1988. Interparticle crushing of gold ore
improves leaching. Randol Gold Forum 1988, Scottsdale, AZ, USA, pp.
141—146.


http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref1
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref1
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref2
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref2
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref2
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref3
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref3
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref3
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref4
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref4
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref4
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref5
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref5
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref5
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref5
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref6
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref6
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref6
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref7
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref7
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref7
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref8
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref8
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref8
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref8
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref8
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref8

146 Wills’ Mineral Processing Technology

Esterle, J.S., et al., 1996. Coal breakage modeling: a tool for managing
fines generation. Howarth, H. et al. (Eds.), Proc. Mining Technology
Conference, Perth, WA, Australia. pp. 211—228.

Flavel, M.D., 1977. Scientific methods to design crushing and screening
plants. Mining Eng. 29 (7), 65—70.

Flavel, M.D., 1978. Control of crushing circuits will reduce capital and
operating costs. Mining Mag. 138 (3), 207—213.

Flintoff, B., et al., 2014. Innovations in comminution instrumentation
and control. Mineral Processing and Extractive Metallurgy: 100
Years of Innovation. SME, Englewood, CO, USA, pp. 91-116.

Frizzel, EM., 1985. Technical note: mobile in-pit crushing - product of
evolutionary change. Min. Eng. 37 (6), 578—580.

Griesshaber, H.E., 1983. Crushing and grinding: design considerations.
World Min. 36 (10), 41—43.

Horst, W.E., Enochs, R.C., 1980. Instrumentation and process control.
Eng. Min. J. 181 (6), 70—95.

Karra, V., 1990. Developments in cone crushing. Miner. Eng. 3 (122),
75-81.

Kelsey, C., Kelly, J., 2014. Super-fine crushing to ultra-fine size, the
“IMP” super-fine crusher. 27th International Mineral Processing
Cong., (IMPC), Ch 9. Santiago, Chile, pp. 239—252.

Knecht, J., 1994. High-pressure grinding rolls - a tool to optimize treat-
ment of refractory and oxide gold ores. Proc. 5th Mill Operators
Conf. AusIMM, Roxby Downs, Melbourne, Australia, pp. 51—59.

Kojovie, T., 1996. Vertical shaft impactors: predicting performance.
Quarry Aus. J. 4 (6), 35—309.

Kojovic, T., Bearman, R.A., 1997. The development of a flakiness model
for the prediction of crusher product shape. Proc. 41st Annual Institute
of Quarrying Conf., Brisbane, Queenland, Australia, pp. 135—148.

Lewis, F.M., et al., 1976. Comminution: a guide to size-reduction system
design. Mining Eng. 28 (9), 29—-34.

Lynch, A.J., 1977. Mineral Crushing and Grinding Circuits: Their
Simulation, Optimisation, Design, and Control. Elsevier Scientific
Pub. Co, Amsterdam.

Major, K., 2002. Types and characteristics of crushing equipment and
circuit flowsheets. In: Mular, A.L., et al., (Eds.), Mineral Processing
Plant Design, Practice, and Control, vol. 1. SME, Littleton, CO,
USA, pp. 566—583.

Major, K., 2009. Factors influencing the selection and sizing of crushers.
In: Malhotra, D., et al., (Eds.), Recent Advances in Mineral
Processing ~ Plant SME, Englewood, CO, USA,
pp. 356—360.

Manlapig, E.V., Watsford, R.M.S., 1983. Computer control of the lead-
zinc concentrator crushing plant operations of Mount Isa Mines Ltd.

Design.

Proc. 4th IFAC Symposium on Automation in Mining, Mineral and
Metal Processing (MMM 83). Helsinki University of Technology,
Helsinki, Finland, pp. 435—445.

Mclvor, R.E., 1997. High pressure grinding rolls - a review.
Comminution Practices. SME, Littleton, CO, USA (Chapter 13), pp.
95—98.

McQuiston, F.W., Shoemaker, R.S., 1978. Primary Crushing Plant
Design. SME, Port City Press, MD, USA.

Mollick, L., 1980. Crushing. Eng. Min. J. 181 (1-6), 96—103.

Morley, C., 2010. HPGR-FAQ HPGR: transaction paper. J. S. Afr. Inst.
Min. Metall. 110 (3), 107—115.

Motz, J.C., 1978. Crushing. In: Mular, A.L., Bhappu, R.B. (Eds.),
Mineral Processing Plant Design, second ed. SME, New York, NY,
USA, pp. 203—238. (Chapter 11).

Mular, A.L., Jergensen, G.V.II (Eds.), 1982. Design and Installation of
Comminution Circuits. SME, New York, NY; Port City Press, MD, USA.

Mular, A.L. (Ed.), 2002. Mineral Processing Plant Design, Practice, and
Control. SME, Littleton, CO, USA.

Napier-Munn, et al., 1996. Mineral Comminution circuits - Their
Operation and Optimisation (Appendix 3). Julius Kruttschnitt
Mineral Research Centre (JKMRC), The University of Queensland,
Brisbane, Queensland, Australia.

Nordberg, n.d. Nordberg Gyradisc Sales Literature. <www.crushers.co.
uk/download/37/nordberg-gyradisc-sales-literature> viewed at Dec.,
2014.

Portal, J., 2007. Rhodax™ interparticle crusher maximizes chloride slag
production with a minimum generation of fines. Proc. The 6th
International Heavy Minerals Conf. ‘Back to Basics’. SAIMM,
Johannesburg, South Africa, pp. 63—68.

Ramos, M., et al., 1994. Aggregate shape - Prediction and control during
crushing. Quarry Manage. 21 (11), 23—30.

Rodriguez, D.E., 1990. The Tidco Barmac autogenous crushing mill-A
circuit design primer. Miner. Eng. 3 (1-2), 53—65.

Rosario, P.P., et al., 2009. Recent trends in the design of comminution
circuits for high tonnage hard rock Miming. Recent Advances in
Mineral Processing Plant Design. Malhptra, D., et al., (Eds.),
Littleton, CO, USA, pp. 347—355.

Schonert, K., 1979. Verfahren zar Fein-und Feinstzerkleinerung von
Materialen Sproden Stoffverhaltens. German Patent 2708053.

Schonert, K., 1988. A first survey of grinding with high-compression
roller mills. Int. J. Miner. Process. 22 (1-4), 401—412.

Schwechten, D., Milburn, G.H., 1990. Experiences in dry grinding with
high compression roller mills for end product quality below 20
microns. Miner. Eng. 3 (1-2), 23—34.

Shi, F., et al., 2003. An energy-based model for swing hammer mills.
Int. J. Miner. Process. 71 (1-4), 147—166.

Simkus, R., Dance, A., 1998. Tracking hardness and size: measuring and
monitoring ROM ore properties at Highland Valley copper. Proc.
Mine to Mill 1998 Conf. AusIMM, Brisbane, Queensland, Australia,
pp. 113—119.

Taggart, A.F., 1945. Handbook of Mineral Dressing: Ore and Industrial
Minerals. Wiley, & Sons., Chapman & Hall, Ltd, London, UK.

Utley, R.W., 2009. In-pit crushing - the move to continuous mining.
In: Malhotra, D., et al., (Eds.), Recent Advances in Mineral Plant
Design. SME, Littleton, CO, USA, pp. 332—339.

van der Meer, F.P., Grunedken, A., 2010. Flowsheet considerations for
optimal use of high pressure grinding rolls. Miner. Eng. 23 (9),
663—669.

van der Meer, F.P., Maphosa, W., 2012. High pressure grinding moving
ahead in copper, iron, and gold processing. J. S. Afr. Inst. Min.
Metall. 112, 637—647.

Watson, S., Brooks, M., 1994. KCGM evaluation of high pressure grind-
ing roll technology. Proc. 5th Mill Operators’ Conf. AusIMM,
Roxby Downs, SA, Australia, pp. 69-83.

Wills, B.A., 1983. Pyhasalmi and Vihanti concentrators. Mining Mag.
149 (3), 176—185.


http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref9
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref9
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref9
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref10
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref10
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref10
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref11
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref11
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref11
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref12
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref12
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref12
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref13
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref13
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref13
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref14
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref14
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref14
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref15
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref15
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref15
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref16
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref16
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref16
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref16
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref17
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref17
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref17
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref18
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref18
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref18
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref19
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref19
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref19
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref20
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref20
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref20
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref20
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref20
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref21
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref21
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref21
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref21
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref21
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref22
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref22
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref22
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref22
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref22
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref22
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref23
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref23
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref23
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref23
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref24
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref24
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref24
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref25
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref25
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref26
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref26
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref26
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref27
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref27
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref27
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref27
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref28
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref28
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref28
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref29
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref29
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref30
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref30
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref30
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref30
http://www.crushers.co.uk/download/37/nordberg-gyradisc-sales-literature
http://www.crushers.co.uk/download/37/nordberg-gyradisc-sales-literature
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref31
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref31
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref31
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref31
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref31
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref31
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref32
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref32
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref32
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref33
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref33
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref33
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref34
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref34
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref34
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref35
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref35
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref35
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref35
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref36
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref36
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref36
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref37
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref37
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref37
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref37
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref37
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref38
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref38
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref39
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref39
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref39
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref39
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref40
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref40
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref40
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref40
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref41
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref41
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref41
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref41
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref42
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref42
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref42
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref43
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref43
http://refhub.elsevier.com/B978-0-08-097053-0.00006-6/sbref43

Chapter 7

Grinding Mills

7.1 INTRODUCTION

Grinding is the last stage in the comminution process
where particles are reduced in size by a combination of
impact and abrasion, either dry, or more commonly, in sus-
pension in water. It is performed in cylindrical steel ves-
sels that contain a charge of loose crushing bodies—the
grinding medium—which is free to move inside the mill,
thus comminuting the ore particles. According to the ways
by which motion is imparted to the charge, grinding mills
are generally classified into two types: tumbling mills and
stirred mills. In tumbling mills, the mill shell is rotated
and motion is imparted to the charge via the mill shell.
The grinding medium may be steel rods, balls, or rock
itself. Media ball sizes, for example, range from about
20 mm for fine grinding to 150 mm for coarse grinding.
Tumbling mills are typically employed in the mineral
industry for primary grinding (i.e., stage immediately after
crushing), in which particles between 5 and 250 mm are
reduced in size to between 25 and 300 pm. In stirred mills,
the mill shell is stationary mounted either horizontally or
vertically and motion is imparted to the charge by the
movement of an internal stirrer. Grinding media (25 mm
or less) inside the mill are agitated or rotated by the stirrer,
which typically comprises a central shaft to which are
attached screws, pins, or discs of various designs. Stirred
mills find application in regrinding, fine (15—40 um) and
ultrafine (<15 pm) grinding.

All ores have an economic optimum particle size
which maximizes the difference between net smelter
return (NSR) and grinding costs (Chapter 1): too coarse a
grind and the inadequate liberation limits recovery (and
thus revenue) in the separation stage; too fine a grind and
grinding costs exceed any increment in recovery (and
may even reduce recovery depending on the separation
process). The optimum grind size will depend on many
factors, including the extent to which the values are dis-
persed in the gangue, and the subsequent separation pro-
cess to be used. It is the purpose of the grinding section
to exercise close control on this product size and, for this
reason, correct grinding is often said to be the key to
good mineral processing.
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Grinding costs are driven by energy and steel (media,
liners, etc.) consumption; grinding is the most energy-
intensive operation in mineral processing. On a survey of
the energy consumed in a number of Canadian copper
concentrators it was shown that the average energy
consumption in kWh t~' was 2.